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1 Introduction

Digital currencies are on the rise. An increasing number of investors and firms has begun to endorse Bitcoin and to enhance its popularities. El Salvador has chosen to adopt Bitcoin as an official currency. A large number of cryptocurrencies has been introduced for special purposes or addressing some of the drawbacks associated with Bitcoins. It is safe to assume that payment services and public interest will catch up, and will make it increasingly easier to use cryptocurrencies in daily transactions. We may well be on the verge of a new monetary system, in which central banks can no longer assume that they are the only or even the major supplier of currency, or that theirs will remain the numeraire currency of choice.\(^1\)

The purpose of this paper is to investigate this future world, and its consequences for real allocations and monetary policy of the official currency. By nature, this is a forward-looking paper. We envision a world, where private cryptocurrencies exist in parallel alongside the official currency or “Dollar”, extending a basic New Keynesian (NK) framework as described in Galí (2015). We assume that firms pick one of these or Dollar to post prices. For each currency, there is thus a sector of firms pricing in that currency.

Our primary focus is on the exchange rate shocks of the parallel currencies. Exchange rates between any pair of currencies tend to be quite volatile, absent some fixed exchange rate regime. Except for Stablecoins, cryptocurrencies have not been and will not be an exception. We argue that these exchange rate shocks introduce a new domestic source of uncertainty into the future world of parallel currencies, and thus present a new challenge to monetary authorities. The goal of this paper is to analyze this challenge and to provide insights and results for the available options. We investigate their consequences for real allocations, inflation and nominal interest rates.

While the analysis here may also be applied to the situation of dollarization in some developing countries, it is most suited to the examination of the future use of private cryptocurrencies in advanced countries: central banks there are committed to low inflation and the value of the private cryptocurrency may fluctuate for random reasons outside the control of some other government agency such as a foreign central bank.

We first establish the classic exchange rate indeterminacy result by Kareken and Wallace (1981): when currencies are perfect substitutes, the nominal exchange rate between any pair of parallel currencies is a random walk\(^2\). Thus, exogenous exchange rate shocks

\(^1\)Obviously, the regulatory framework for private cryptocurrencies is currently still under much debate, and regulators so far seem to push against their widespread introduction. The technology and inherent possibilities are intriguing enough, however, that it may ultimately prove futile to stop these new developments.

\(^2\)We abstract from the sources of the exchange rate shocks, which may include differences in preferences
can arise, even if there are no other sources of uncertainty. In our model, cryptocurrencies are used as unit of account for pricing. Thus exchange rate volatility posts uncertainties in firms’ profits. Inefficiencies step in when firms are not able to adjust their prices following the exchange rate shocks.

We show that the price in each currency sector relative to the general price level is a state variable in an NK economy, giving rise to richer sectoral dynamics than in a single-currency world. This is a consequence of price rigidities which delay the process of relative prices converging to their long-run equilibrium levels after an exchange rate shock.

We show that a one-time appreciation of the non-official currency will lead to a persistent expansion in the Dollar sector and a persistent decline in the non-Dollar sector. We examine the specification of monetary policy and its consequences: it may target aggregate inflation (AI) or Dollar inflation (DI), and it may target the overall output gap (AO) or just the output gap of the Dollar-pricing sector (DO). For the baseline AIAO monetary policy specification, there is a one-period increase in the nominal and real interest rate, a one-period decrease in aggregate output and a hump-shaped increase in Dollar inflation. For the DIAO and DIDO monetary policy specification, we instead obtain a persistent decrease in the nominal interest rate and Dollar inflation. Real interest rates and aggregate output now show a persistent response. We examine the sensitivity of aggregate output and aggregate inflation for the benchmark AIAO monetary policy specification, when varying the degree of price stickiness in the two sectors. It turns out that the stickiness in the non-Dollar sector has a considerably larger impact than the stickiness in the Dollar sector.

In much of the paper we take the currency as given in which firms set their prices. We finally endogenize the currency choice using a discrete choice model building on McFadden (1974) and examine the consequences of a change in price rigidity. Firms can switch their pricing currency, when they are “Calvo”-allowed to change their price. They do so both for idiosyncratic reasons as well as for profit reasons. We show that there are two opposing forces. All else equal, firms prefer to price in a currency that has lower price rigidity. However, higher flexibility also leads to higher probability of switching for idiosyncratic reasons. As a result, we find that the non-dollar sector size is not monotone for the currencies as media of exchange, differences in the monetary policies of the parallel currencies, and also related to the digital currency literature, the underlying technological details such as blockchain implementation, consensus formation, reliability and regulation, see e.g. Biais et al. (2021) for some analysis of these forces. Albeit interesting, having these sources leads to unnecessary digression from the macroeconomic aspects, though should considered more generally to be sources of exchange rate volatility, even if currencies are not perfect substitutes. Our work can therefore be considered a stylized framework to assess the macroeconomic implications of exchange rate shocks in an economy with many currencies, regardless of the sources.
in the degree of price rigidity, and may actually increase in size, when the dollar sector becomes less rigid.

Related literature Our paper advances the literature in a number of ways, contributing to three strands of the literature in particular. The most closely related is the emerging literature on the economics of private monies and cryptocurrencies. Following the rise of bitcoin and blockchain technology, the recent macroeconomic-oriented literature, such as Berentsen (1998), Chiu and Koeppel (2019), Garratt and Wallace (2018), Brunnermeier and Niepelt (2019), Fernández-Villaverde and Sanches (2019), Schilling and Uhlig (2019b), Schilling and Uhlig (2019a), Benigno (2019), Biais et al. (2021), Baughman and Flemming (2020) and Benigno et al. (2019), has analyzed cryptocurrencies by focusing on their role as a medium of exchange. By contrast, we focus on the unit-of-account role of currencies, i.e., their role in pricing decisions by producers. The literature on cryptocurrencies is considerably broader, of course, touching on many issues outside the analysis here: for an excellent book treatment, see Schär and Berentsen (2020). Asimakopoulos et al. (2019); Barrdear and Kumhof (2016); George et al. (2020); Grossa and Schillerb (2020); Ferrari et al. (2020) construct or estimate NK DSGE models with both private and central bank cryptocurrencies as competing media of exchange. Schilling and Uhlig (2019b) emphasize the random walk nature of exchange rates, building on the classic contributions by Kareken and Wallace (1981) and Manuelli and Peck (1990). This gives rise to the key shock that is the focus of much of our analysis. Our paper is related to the literature on currency substitution, with classic contributions by Girton and Roper (1981) and Matsuyama et al. (1993). Gopinath et al. (2010) examine endogenous choice between local currency pricing and producer currency pricing: we build on that analysis in Section 7. Like us, Adrian and Mancini-Griffoli (2019), Duffie (2019) and Brunnermeier et al. (2019) stress the increased currency competition arising from the digitalization of money. Like us, Gopinath et al. (2020) and Ikeda (2020) consider the issue of pricing in different currencies and the macroeconomic and monetary policy consequences in NK frameworks. Different from them, we examine the consequences of parallel currencies within the same country rather than issues of international trade, and do not impose that these parallel currencies are under the control of a foreign central bank. To the best of our knowledge, we are the first to examine the consequences in the context of a New Keynesian model.

The third strand of the literature is the multi-sector NK framework such as Cienfuegos (2019), Barsky et al. (2007), Sterk (2010), Pasten et al. (2018), Rubbo (2020) and La’O and Tahbaz-Salehi (2020). While these papers focus on sector-specific technology shocks and network effects in the presence of a single currency, our focus is on exchange rate
shocks in the presence of multiple currencies. For ease of exposition, we have chosen to abstract from network considerations in our analysis.

The remainder of the paper is organized as follows. Section 2 describes the model setup for our analyses. Section 3 presents the key linearized equations. Section 4 discusses two baseline cases, including dynamics under homogeneous price rigidity and with one flexible-price sector. Section 5 analyzes equilibrium dynamics under three alternative Taylor rules in detail. Section 6 relaxes the assumption of homogeneous price rigidity. Section 7 allows endogenous currency choice and examines transition dynamics as price rigidity changes. Section 8 concludes.

2 The Model

The model extends the basic NK framework presented in Chapter 3 of Galí (2015). We introduce two departures. First, multiple types of money provide liquidity services to households. This is modelled with a money-in-utility setup. Particularly, all monies are perfect substitutes in providing liquidity services. Second, different firms fix prices in different currencies. As a result, firms have to consider exchange rate dynamics when setting the optimal price, in contrast to a conventional NK setup. In consequence, the monetary policy rule can take a variety of forms.

2.1 Currencies and Price Indices

There is a total of $J$ parallel currencies circulating in the economy. Each currency $j$ has money supply $M_{j,t}$ in period $t$. Among them, there is one centralized currency, the money supply of which is managed by a central bank and $J - 1$ currencies, which are created by private entities. Without loss of generality, the centralized currency is indexed by $j = 1$, and is named dollar. The price of currency $j$ in terms of the dollar in period $t$ or exchange rate is denoted by $E_{j,t}$. The price of currency $j$ in terms of a different currency $j'$ can then be calculated as the ratio between $E_{j,t}$ and $E_{j',t}$. For formal reasons, we also define the exchange rate of a dollar to a dollar per $E_{1,t} = 1$.

There is a continuum of goods $i \in [0, 1]$, each produced by a monopolistically competitive firm $i \in [0, 1]$. Each firm fixes its price in only one of the $J$ currencies. Let $(V_{1,t}, \ldots, V_{J,t})$ be a partition of $[0, 1]$ and let $\nu_{j,t}$ be the measure of set $V_{j,t}$. We assume that firm $i \in V_{j,t}$ fixes or has fixed the price for its good in units of currency $j$, up to date $t$. For now, we shall consider this partition evolution as exogenously given, but return to the issue of currency choice in Section 7. The price set by firm $i$ in currency $j$ is denoted by $P_{i}(i)$. Despite the choice of pricing currency, the firm is always willing to accept any
other parallel currency at the prevailing exchange rate. All firms $i \in V_{j,t}$ pricing in the same currency form a sector with the same index as the currency.

Define a sectoral price index for sector $j$, i.e., for all firms pricing in currency $j$, per

$$P_{j,t} \equiv \left[ \frac{1}{\upsilon_{j,t}} \int_{V_{j,t}} P_t(i)^{1-\eta} \, di \right]^{\frac{1}{1-\eta}} \tag{1}$$

It follows that the general price index, expressed in terms of the dollar and defined per

$$P_t \equiv \left[ \sum_{j=1}^{J} \int_{V_{j,t}} (\mathcal{E}_{j,t} P_{j,t}(i))^{1-\eta} \, di \right]^{\frac{1}{1-\eta}} \tag{2}$$

is a composite of the sectoral price indices

$$P_t = \left[ \sum_{j=1}^{J} \upsilon_{j,t} (\mathcal{E}_{j,t} P_{j,t})^{1-\eta} \right]^{\frac{1}{1-\eta}}. \tag{3}$$

We let

$$\Pi_t \equiv \frac{P_t}{P_{t-1}}$$

denote the general price inflation. Although the general price index and the dollar-sector price index are both expressed in terms of the dollar, their values are not necessarily the same. Only in the limiting case when all firms price in dollars, $\upsilon_1 \to 1$, the general price index is identical to the sectoral one, $P_t = P_{1,t}$. We define the relative price between the price in sector $j$ and the general price level to be

$$\hat{P}_{j,t} = \frac{\mathcal{E}_{j,t} P_{j,t}}{P_t}, \tag{4}$$

which is an indicator of the respective currency’s purchasing power, with a higher value corresponding to a weaker purchasing power. From the equation above, a weak purchasing power of currency $j$ is associated with its depreciation and a higher sectoral price, or an appreciation and lower sectoral price of a different currency. The relative price $\hat{P}_{j,t}$ can also be interpreted as the real effective exchange rate of currency $j$. Similarly, we define the bilateral relative price $S_{jj',t}$ between two sectors $j$ and $j'$ as

$$S_{jj',t} = \frac{\mathcal{E}_{j,t} P_{j,t}}{\mathcal{E}_{j',t} P_{j',t}} \tag{5}$$
2.2 Households

A representative household’s lifetime utility is a discounted flow of the period utility function of consumption bundle \( C_t \), real money balances or liquidity \( L_t \), and labor supply \( N_t \), subject to an exogenous preference shock \( Z_t \). We use a simple money-in-the-utility function for our purposes: the precise way win which money matters is not of particular importance for our analysis. Formally,

\[
E_0 \sum_{t=0}^{\infty} \beta^t u (C_t, L_t, N_t) Z_t
\]

where \( E_t \) is the expectation operator and \( \beta < 1 \) is the discount factor. The period utility function is

\[
u(C_t, L_t, N_t) = \begin{cases} 
C_t^{1-\sigma} + \frac{L_t^{1-\xi}}{1-\xi} - \frac{N_t^{1+\phi}}{1+\phi} & \text{if } \sigma \neq 1 \\
\log C_t + \frac{L_t^{1-\xi}}{1-\xi} - \frac{N_t^{1+\phi}}{1+\phi} & \text{if } \sigma = 1
\end{cases}
\]

The consumption bundle \( C_t \) is an aggregation of the various consumption goods

\[
C_t \equiv \left[ \int C_t(i)^{1-\frac{1}{\eta}} di \right]^{\frac{\eta}{\eta-1}} = \left[ \sum_{j=1}^{J} \int_{V_{j,t}} C_t(i)^{1-\frac{1}{\eta}} di \right]^{\frac{\eta}{\eta-1}}
\]

where \( C_t(i) \) is the consumption of variety \( i \). The liquidity \( L_t \) is the real value of the nominal balances \( M_{j,t}, j = 1, \ldots, J \), assumed to provide perfect substitutes in providing liquidity services:

\[
L_t \equiv \sum_{j=1}^{J} L_{j,t} \quad \text{where} \quad L_{j,t} \equiv \frac{E_{j,t}M_{j,t}}{P_t}
\]

The maximization problem of the household gives to the good-specific demand func-
\[ C_t(i) = \left[ \frac{E_{j,t}P_t(i)}{P_t} \right]^{-\eta} C_t \quad \text{for} \quad i \in V_{j,t} \]  

(11)

where we additionally needed to take the conversion into the official currency into account. With that, the budget constraint Eq. (10) can be written in terms of choices \( C_t, (L_{j,t})_{j=1}^J \), \( B_t \) and \( N_t \) as

\[ C_t + \frac{B_t}{P_t} + \sum_{j=1}^J L_{j,t} = \frac{\exp(i_{t-1})}{\Pi_t} B_{t-1} + \sum_{j=1}^J \frac{L_{j,t-1}}{\Pi_t} \frac{E_{j,t}}{E_{j,t-1}} + W_t N_t + \Gamma_t \]  

(12)

2.3 Firms

Each firm \( i \) in the unit interval produces a differentiated good. The production function of a firm has the form

\[ Y_t(i) = A_t N_t(i)^{1-\alpha} \]  

(13)

where \( A_t \) is an exogenous level of technology common to all firms.

The price-setting process follows Calvo (1983). In each period \( t \), each firm in set \( V_{k,t-1} \) resets its price with probability \( 1 - \theta_k \) and otherwise continues to be part of the set \( V_{k,t} \).

Given an opportunity to reset its price, assume that the firm \( i \) is now part of the set \( V_{j,t} \), i.e., sets a new optimal price \( P^*_{j,t} \) in currency \( j \). This optimal price solves the profit maximization problem:

\[ \max_{P^*_{j,t}} \sum_{t-\ell}^{\infty} \theta^j_{t+\ell} Q_{t,t+\ell} \left[ \frac{E_{j,t+\ell} P^*_{j,t}}{P_{t+k}} Y_{t+\ell}(i) - \Psi_{t+\ell}(Y_{t+\ell}(i)) \right] \]  

subject to the demand function

\[ Y_{t+\ell}(i) = \left( \frac{E_{j,t+\ell} P^*_{j,t}}{P_{t+\ell}} \right)^{-\eta} Y_{t+\ell} \]  

(14)

where \( Q_{t,t+\ell} \) is a stochastic discount factor, and \( \Psi_{t+\ell}(\cdot) \) is the real total cost of production.

2.4 Monetary Policy

Monetary policy is governed by a Taylor rule in inflation and the output gap, where inflation and/or the output gap may refer to the economy as a whole or the dollar sector only. We state the precise formulation after loglinearizing our model, see subsections 3.4 and 3.5.
2.5 Equilibrium

In equilibrium, both the goods and labor markets clear. All goods produced by firm $i$ are consumed by households:

$$Y_t(i) = C_t(i)$$  \hspace{1cm} (16)

Define the aggregate output $Y_t = \left( \int_{[0,1]} Y_t(i)^{1-\eta} di \right)^{\frac{1}{1-\eta}}$. Then the aggregate output and consumption are equal:

$$Y_t = C_t.$$  \hspace{1cm} (17)

Aggregating labor demand across all firms leads to

$$N_t^d = \int_0^1 N_t(i) di = \int_0^1 (Y_t(i)/A_t)^{\frac{1}{1-\alpha}} di = \left( \frac{Y_t D_t}{A_t} \right)^{\frac{1}{1-\alpha}}$$  \hspace{1cm} (18)

where we define the price dispersion $D_t$ as

$$D_t \equiv \left[ \sum_{j=1}^J \int_{V_{j,t}} \left( \frac{\xi_{j,t} P_t(i)}{P_t} \right)^{-\frac{\eta}{1-\alpha}} di \right]^{1-\alpha}$$

The labor market clearing condition is then

$$N_t = N_t^d$$  \hspace{1cm} (19)

3 Linearization

We log-linearize the model presented in Section 2 around the zero-inflation steady state. Unless otherwise stated, lower cases are used to denote the deviations from the logarithmic steady states of the upper-cased variables. Detailed derivations are shown in Section B. For ease of exposition, we assume from now until Section 7 that the sets of firms $V_{j,t}$ pricing in currency $j$ are independent of time, $V_{j,t} \equiv V_t$ and thus $v_{j,t} = v_j$. Section B contains more detailed derivations of the results here.
3.1 Exchange rate dynamics

**Proposition 1.** The exchange rate between any pair of parallel currencies $j$ and $j'$ follows a random-walk process:

$$e_{j,t} - e_{j',t} = E_t [e_{j,t+1} - e_{j',t+1}] .$$

(20)

**Proof.** See Section A.1.

Proposition 1 is a version of exchange rate indeterminacy equations in Kareken and Wallace (1981), its stochastic counterpart in Manuelli and Peck (1990), or the results presented in Schilling and Uhlig (2019b), Biais et al. (2021) and Benigno et al. (2019). Here, we employ log-linearization techniques, and generalize to our context with any number of currencies. In particular, the exchange rate between currency $j$ and the dollar is a martingale, up to first order:

$$e_{j,t} = E_t [e_{j,t+1}] .$$

(21)

Without further restrictions, the martingale difference representing the exchange rate shock

$$\Delta e_{j,t} = e_{j,t} - e_{j,t-1}$$

is an exogenous random variable not usually present in New Keynesian macroeconomic models. The main focus of our analysis is to examine the macroeconomic and monetary policy consequences of these exchange rate shocks. Additional restrictions may arise from additional modelling assumptions. One possibility is that currency $j$ is meant to represent a stablecoin with a consortium credibly maintaining a fixed exchange rate to the dollar, then $\Delta e_{j,t} \equiv 0$. Another possibility is that currency $j$ is the official currency of a foreign central bank. We wish to keep the analysis general, however, and thus we shall treat $\Delta e_{j,t}$ as an exogenous random variable from here on.

It should be noted that exchange rates become determinate, once currencies are not perfect substitutes, see e.g. Schilling and Uhlig (2019a). We, however, abstract from the sources of the exchange rate shocks, which themselves may be subject to shocks, and give rise to exchange risks, even if currencies are not perfect substitutes. Exchange rates between any pair of currencies tend to be quite volatile, absent some fixed exchange rate regime. Cryptocurrencies have not been and will not be an exception\(^3\). This is the main

\(^3\)Indeed, the exchange rate fluctuations are so large that Makarov and Schoar (2020) analyze the resulting potential for arbitrage trades. We do not allow for arbitrage here.
basis for our analysis.

### 3.2 Sectoral price dynamics and NKPC’s

The following derivations are rather standard in the NK literature, but they need to be done with some care in order to keep track of where and how sectoral differences and exchange rates enter. It is thus worth stating the key details here and providing all remaining details in the appendix. In Section B, we show that, when prices are flexible in sector \( j \), \( \theta_j \to 0 \), firms set prices to the desired levels given by

\[
\tilde{p}_{j,t} = \Theta \text{mc}_t + p_t - e_{j,t},
\]

where the log-linearized real marginal cost \( \text{mc}_t \) is given in Eq. (B.21) and where \( \Theta \equiv \frac{1-\alpha}{1-\alpha + \alpha q} \). Use \( \tilde{p}_t \) to represent the component independent of currency choice, \( \tilde{p}_t \equiv \Theta \text{mc}_t + p_t \). Eq. (22) shows that all desired prices are the same when converted into dollars:

\[
\tilde{p}_{j,t} + e_{j,t} = \tilde{p}_t \quad \text{for all} \quad j = 1, ..., J
\]

Eq. (22) together with Eq. (B.52) yields

\[
p_{j,t} - \tilde{p}_{j,t} = \hat{p}_{j,t} - \Theta \left[ \left( \frac{\alpha + \nu}{(1-\alpha)} \right) y_t - \frac{\nu + 1}{1-\alpha} a_t \right]
\]

where the relative price of sector \( j \) is defined as \( \hat{p}_{j,t} \equiv p_{j,t} + e_{j,t} - p_t \). From Eq. (24), the price markup can be expressed in terms of the output gap and the relative price. When prices are flexible in all sectors, all firms price at the same desired level. In this case, \( p_{j,t} = \tilde{p}_{j,t}, \hat{p}_{j,t} = 0 \), and the aggregate output is at its natural level \( y^n_t \). Eq. (24) becomes:

\[
0 = -\Theta \left[ \left( \frac{\alpha + \nu}{(1-\alpha)} \right) y^n_t - \frac{\nu + 1}{1-\alpha} a_t \right]
\]

When prices are sticky, the first-order condition of the firm’s profit-maximizing problem implies that the optimal price set by a firm pricing in currency \( j \) is given by a forward-looking function of future desired prices:

\[
p^*_{j,t} = (1 - \beta \theta_j) \sum_{\ell=0}^{\infty} (\beta \theta_j)^\ell E_t [\tilde{p}_{j,t+\ell}] = (1 - \beta \theta_j) \tilde{p}_{j,t} + \beta \theta_j E_t [p^*_{j,t+1}]
\]

Using the fact that the sectoral price level is the weighted average between its past value and the optimal price, \( p_{j,t} = \theta_j p_{j,t-1} + (1 - \theta_j) p^*_{j,t} \), we can express the sectoral inflation
in terms of its expected value one period ahead, and a deviation from the desired price:

\[ \pi_{j,t} = \beta E_t [\pi_{j,t+1}] - \lambda_j (p_{j,t} - \tilde{p}_{j,t}) \]  

(27)

where

\[ \lambda_j \equiv \frac{(1 - \theta_j)(1 - \beta \theta_j)}{\theta_j} \]  

(28)

We note that \( \lambda_j \) is decreasing in \( \theta_j \).

Taking the difference between Eqs. (24) and (25) provides an expression for the price deviation in terms of the sector’s relative price and the output gap:

\[ p_{j,t} - \tilde{p}_{j,t} = \hat{p}_{j,t} - \Theta \left( \sigma + \frac{\alpha + \varphi}{1 - \alpha} \right) \tilde{y}_t \]  

(29)

Plug this into Eq. (27). The NKPC for sector \( j \) is then an equation of its expected value for the next period, the output gap, and the sectoral relative price.

\[ \pi_{j,t} = \beta E_t [\pi_{j,t+1}] + \kappa_j \tilde{y}_t - \lambda_j \hat{p}_{j,t} \]  

(30)

where

\[ \kappa_j \equiv \lambda_j \Theta \left( \sigma + \frac{\varphi + \alpha}{1 - \alpha} \right) \]  

(31)

We note that \( \kappa_j \) is decreasing in \( \theta_j \) via \( \lambda_j \). Two distinctive features are worth emphasizing. First, sectoral inflation is influenced by the aggregate output gap, not just the sectoral one. Second, there is an additional term on the relative price in the sectoral NKPC. Both features are signs of network effects across currency sectors.

### 3.3 Output-gap dynamics and the dynamic IS curve

The dynamic IS equation is the same as the one in a standard NK framework, which is derived from households’ Euler equation and the market clearing condition:

\[ \tilde{y}_t = E_t [\tilde{y}_{t+1}] - \frac{1}{\sigma} \left[ \tilde{i}_t - E_t [\pi_{t+1}] - \hat{r}_n^t \right], \]  

(32)

where \( \tilde{i}_t \) is the deviation of the nominal interest rate from its steady state, and \( \hat{r}_n^t \) is the natural rate of interest, which is a linear combination of productivity and preference.
shocks
\[
\hat{r}_t^n = -\sigma \left( 1 - \rho_a \right) \psi_{ya} a_t + (1 - \rho_z) z_t. \tag{33}
\]

The real interest rate is defined as the nominal interest rate adjusted for expected inflation:
\[
\hat{r}_t = \hat{i}_t - E_t[\pi_{t+1}]. \tag{34}
\]

From the demand equations for sectoral consumption goods, the sectoral output is given by \( y_{jt} = -\eta \hat{p}_{jt} + y_t \). With flexible prices in all sectors, \( y^n_{jt} = y^n_t \). When prices are rigid, the sectoral output gap is given by
\[
\tilde{y}_{jt} = -\eta \hat{p}_{jt} + \tilde{y}_t \tag{35}
\]

### 3.4 Key equations

We use bold fonts to symbolize \( J \times 1 \) vectors of sectoral parameters and variables. In particular,

\[
\begin{align*}
\mathbf{v} &\equiv [v_1, v_2, ..., v_J]' \\
\mathbf{\lambda} &\equiv [\lambda_1, \lambda_2, ..., \lambda_J]' \\
\mathbf{\kappa} &\equiv [\kappa_1, \kappa_2, ..., \kappa_J]' \\
\mathbf{\pi}_t &\equiv [\pi_{1,t}, \pi_{2,t}, ..., \pi_{J,t}]' \\
\mathbf{\hat{p}}_t &\equiv [\hat{p}_{1,t}, \hat{p}_{2,t}, ..., \hat{p}_{J,t}]' \\
\mathbf{\tilde{y}}_t &\equiv [\tilde{y}_{1,t}, \tilde{y}_{2,t}, ..., \tilde{y}_{J,t}]' \\
\Delta \mathbf{e}_t &\equiv [\Delta e_{1,t}, \Delta e_{2,t}, ..., \Delta e_{J,t}]'
\end{align*}
\]

From its definition, the general price inflation can be expressed as a vector product between the sizes of the currency sectors and the exchange rate-adjusted sectoral inflation:

\[
\pi_t = \mathbf{v}' (\mathbf{\pi}_t + \Delta \mathbf{e}_t). \tag{36}
\]

The random-walk process of the exchange rates Eq. (21) implies that the vector of expected value in the next period is \( E_t [\Delta \mathbf{e}_{t+1}] = \mathbf{0} \), so that the one-period-ahead expected
inflation is
\[ E_t[\pi_{t+1}] = \mathbf{v}' E_t[\pi_{t+1}] \]  

We can then express our NK framework with \( J \) parallel currencies using the following \( (3J + 2) \)-equation system, which includes a general Taylor rule

\[ \tilde{y}_t = E_t[\tilde{y}_{t+1}] - \sigma^{-1} \left( \tilde{i}_t - \mathbf{v}' E_t[\pi_{t+1}] - r_t^{n} \right) \]  

\[ \pi_t = \beta E_t[\pi_{t+1}] + \kappa \tilde{y}_t - \lambda \circ \hat{p}_t \]  

\[ \tilde{y}_t = -\eta \hat{p}_t + \tilde{y}_t \]  

\[ \hat{p}_t = \hat{p}_{t-1} + (I - 1 \mathbf{v}') (\pi_t + \Delta e_t) \]  

\[ \hat{i}_t = \Phi_{\pi} (\pi_t + \Delta e_t) + \Phi_{y} y_t \]  

where \( \circ \) is an operator for element-wise multiplication and where \( \Phi_{\pi} \) and \( \Phi_{y} \) are the vectors of Taylor rule coefficients on the various sectoral inflation rates and output gaps.

We note that Eq. (41) implies that \( \mathbf{v}' \tilde{p}_t = 0 \), provided this was true in \( t - 1 \). We shall assume so throughout. With that, Eq. (40) implies \( \mathbf{v}' \tilde{y}_t = \tilde{y}_t \).

The main difference of this NK framework with \( J \) parallel currencies from the one in Galí (2015) lies in the fact in that an exchange rate shock in any sector spills over to the aggregate economy. An unexpected one-time appreciation of currency \( j \) leads to a higher price in sector \( j \) and a higher general price level. The relative price is higher in sector \( j \), but those in all the other sectors are lower, as seen from Eq. (41). Demand for goods sold by sector \( j \) is now relatively lower, leading to lower inflation in sector \( j \) but higher inflation elsewhere.

In addition, Eq. (41) shows that a one-time exchange rate shock\(^4\) has nonetheless persistent effects. Due to the infrequent price adjustments, in each period, only a fraction of the firms can optimize their prices in response to the exchange rate shock. Therefore, deviations in relative prices decline only gradually over time, as firms reset their prices.

These key equations are similar to the NK framework with a production network presented in Cienfuegos (2019). In particular, the relative prices are state variables of the economy. Although we do not discuss the production network in this paper, an exchange rate shock also leads to a spillover effect on the relative prices of all sectors of the economy.

From Eqs. (36) and (39), we derive the generalized aggregate inflation:

\[ \pi_t = \beta E_t[\pi_{t+1}] + \mathbf{v}' \kappa \tilde{y}_t - \mathbf{v}' (\lambda \circ \hat{p}_t) + \mathbf{v}' \Delta e_t \]  

\(^4\)A one-time exchange rate shock leads to a permanent change in the exchange rate.
Both the sectoral relative prices and the exchange rates influence aggregate inflation. The extents of such influences are contingent on the sizes of the respective currency sectors.

3.5 Three Taylor Rules: AIAO, DIAO and DIDO.

Equation (42) allows for considerable flexibility in specifying the monetary policy rule. We shall focus on three variants in particular. The first variant entails a nominal interest rate responding to Aggregate Inflation and the Aggregate Output gap (AIAO) per $\Phi'_{\pi} = \phi_{\pi} u'$ and $\Phi'_{y} = \phi_{y} u'$ for some $\phi_{\pi} \in \mathbb{R}, \phi_{y} \in \mathbb{R}$. We shall show that this NK framework differs from the one in the standard literature only in the existence of an exchange rate disturbance in the NKPC, under the assumption of homogeneous price rigidity; see Section 5. For that reason, we choose this to be our baseline Taylor rule and benchmark.

In the second variant, the nominal interest rate responds to the Dollar-sector Inflation and Aggregate Output gap (DIAO), where now $\Phi'_{\pi} = \phi_{\pi}[1, 0, 0, ..., 0]$. This may be a more appealing choice, as it makes the central bank responsible for the dollar inflation, as often enshrined by law, but concerned with the whole economy. The last variant features a nominal interest rate responding to the Dollar-sector Inflation and Dollar-sector Output (DIDO), where now also $\Phi'_{y} = \phi_{y}[1, 0, 0, ..., 0]$. This assumes that the central bank only responds to economic dynamics in the dollar sector. This can be justified if the non-Dollar sector is considered to be a shadow economy outside a legal or regulatory framework, or if law makers and the central bank simply decide to not concern themselves with macroeconomic developments outside the dollar-denominated sector.

4 Baseline Cases

We present two baseline cases with regard to the impacts of an exchange rate shock. The first one is when price rigidity is homogeneous across all currency sectors. In such a case, the model economy deviates from a conventional one only in the presence of parallel currencies, hence the existence of exchange rates. We are then able to focus exclusively on the role of the exchange rate shock in driving economic dynamics. The second case is when prices are flexible in one currency sector while being rigid in the others. This case presents a special scenario in which the exchange rate shock’s impacts are muted. In other words, the exchange rate shock is neutral.
4.1 Homogeneous price rigidity

We summarize the bilateral associations in an economy with homogeneous price rigidity with the following proposition. Let $s_{jj',t}$ denote the log-deviation of the relative price $S_{jj',t}$ defined in Eq. (5).

Proposition 2. Between any two sectors $j$ and $j'$ with homogeneous price rigidity $\theta$,

1. the optimal prices in both sectors are equivalent, $p^*_j + e_{j,t} = p^*_{j'} + e_{j',t}$;

2. the bilateral relative price is an autoregressive process, $s_{jj',t} = \theta (s_{jj',t-1} + \Delta e_{j,t} - \Delta e_{j',t})$;

3. the inflation differential is linear in the bilateral relative price, $\pi_{j,t} - \pi_{j',t} = -1 - \theta s_{jj',t}$;

4. the output-gap differential is linear in the bilateral relative price, $\tilde{y}_{j,t} - \tilde{y}_{j',t} = -\eta s_{jj',t}$.

Proof. See Section A.2.

The first result is parallel to Proposition 1 of Gopinath et al. (2010), which states that local currency pricing and producer currency pricing are equivalent. We argue here that while different choices of pricing currencies end up with an equivalent price in the baseline case of homogeneous price rigidity, this result may not hold when price rigidities differ across the currency sectors, except when the expected desired price level is constant.

The second to the fourth results state that the bilateral relative price is a state variable for inter-sector differentials in inflation and output gaps. These differentials arise regardless of the choice of monetary policy, as no assumption on the monetary policy is needed to arrive at these conclusions. Instead, price rigidity is the only characteristic of the economy that causes the different inflation dynamics between any pair of currency sectors. The output gap differential is influenced by the elasticity of substitution, in addition to price rigidity. From the negative signs, the sector that experiences a currency appreciation always produces less output and has lower inflation, as compared to a sector with no currency appreciation.

Two scenarios are relevant to Proposition 2. The first scenario is when currency $j$ experiences an appreciation, while currency $j'$ does not. In the period of an unexpected appreciation of currency $j$, the dollar-denominated prices of sector-$j$ products deviate above their desired levels. The price in sector $j$, relative to that in sector $j'$, becomes higher. Demand for the sectoral goods changes as it is sensitive to relative prices. The second scenario is when both currencies $j$ and $j'$ do not experience an appreciation. Suppose that the exchange rate shock does not arise from either of the two currencies, but a third currency. The inflation and output-gap dynamics are identical between sectors $j$ and $j'$.
Extending the assumption of homogeneous price rigidity to the aggregate economy, we arrive at an NKPC that is similar to the one in Galí (2015). We present this NKPC in the following proposition.

**Proposition 3.** The new Keynesian Phillips curve for aggregate inflation is independent of the relative price dynamics if price rigidity is homogeneous across all currency sectors:

\[ \pi_t = \beta E_t [\pi_{t+1}] + \kappa \tilde{y}_t + \nu' \Delta e_t \]  

(44)

**Proof.** See Section A.3.

Proposition 3 says that when price rigidity is homogeneous, the net effect of sectoral prices on aggregate inflation is zero.

### 4.2 Dynamics in a flexible sector

The second baseline case we analyse considers a currency sector with flexible prices among other currency sectors with the same degree of price rigidity. In this economy, it matters whether an exchange rate shock arises from the currency sector with flexible prices or a sector with infrequent price adjustments.

**Proposition 4.** An exchange rate shock to a currency \( j \) does not spill over to the other currency sectors if prices are flexible in sector \( j \).

**Proof.** See Section A.4.

When the shock originates from the sector with flexible prices, the price tends to deviate from the steady state, which is the desired price. Firms in this sector adjust their prices so that the effect of the exchange rate shock is offset. As a result, the dollar-denominated price remains the same as before the exchange rate shock. Hence, the relative price is unchanged. There is no change in macroeconomic dynamics. The exchange rate shock is therefore neutral.

On the other hand, an exchange rate shock leads to economy-wide responses as long as it arises from a sector with sticky prices. The flexible sector does not remain unchanged when there is an exchange rate shock from another sector with price rigidity. Due to the infrequent adjustment of prices, there are changes in the aggregate price level and the output gap as firms adjust their prices toward the desired level. As a result, the desired price varies. Since firms in this sector always price at the desired level, inflation and the output gap vary, following the changes in the desired price.
5 Homogeneous Price Rigidity

With the linear NK framework laid out in the previous section, we can analyze the economic dynamics. Our analyses involve the responses of output gaps and inflation to an unexpected exchange rate shock.

To simplify the exposition, we focus on a two-sector economy \( J = 2 \). As in the previous section, firms in sector 1 price in dollars, and firms in sector 2 price in a non-dollar currency. This allows us to simplify the notation as follows. Let the size of the non-dollar sector be \( \nu_2 = \nu \). Then the size of the dollar sector is \( \nu_1 = 1 - \nu \). The exchange rate of the dollar is normalised to \( e_{1,t} = 0 \), and we let the exchange rate of the alternative currency be \( e_{2,t} = e_t \). It is also convenient to drop the currency indices in the bilateral relative price of the two sectors so that \( s_t \equiv \hat{p}_{2,t} - \hat{p}_{1,t} \). From Proposition 2, the law of motion of the bilateral relative price follows an autoregressive process

\[
s_t = \theta (s_{t-1} + \Delta e_t)
\]

where \( \Delta e_t \sim N(0, \sigma^2_{\Delta e}) \) is the residual of the random-walk process in Proposition 1. It follows from the definition of the general price index, \( (1 - \nu) \hat{p}_{1,t} + \nu \hat{p}_{2,t} = 0 \), that the relative prices in the respective sectors can be expressed in terms of \( s_t \), so \( \hat{p}_{1,t} = -\nu s_t \) and \( \hat{p}_{2,t} = (1 - \nu) s_t \). With homogeneous price rigidity across the two sectors, \( \theta_1 = \theta_2 = \theta \), the subscripts of the parameters \( \kappa_1, \kappa_2, \lambda_1 \), and \( \lambda_2 \) can be dropped. The sectoral NKPCs are expressed in terms of the output gap and the bilateral relative price as:

\[
\pi_{1,t} = \beta E_t[\pi_{1,t+1}] + \kappa \hat{y}_t + \nu \lambda s_t
\]

\[
\pi_{2,t} = \beta E_t[\pi_{2,t+1}] + \kappa \hat{y}_t - \lambda (1 - \nu) s_t
\]

The model parameters are summarized in Table 1. Most of the parameters follow Galí (2015). The size of the non-dollar sector, \( \nu \), and the standard deviation of the exchange rate shock, \( \sigma_{\Delta e} \), are new. We let the non-dollar sector take 20% of the market. We pick the size of a one-standard-deviation exchange rate shock to be comparable to a monetary policy shock in Galí (2015) and set it to 0.25%.

5.1 Aggregate inflation, aggregate output gap

Using Proposition 3, the linearized NK framework describing the dynamics of the aggregate output gap and inflation, including the baseline AIAO Taylor rule, condenses to a
Table 1: Parameter values in benchmark model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.250</td>
<td>Share of labor input in production function</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>1.000</td>
<td>Coefficient of risk aversion</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>5.000</td>
<td>Inverse Frisch elasticity of labor supply</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.990</td>
<td>Discount factor</td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>0.750</td>
<td>Probability of not adjusting prices in dollar sector</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>0.750</td>
<td>Probability of not adjusting prices in non-dollar sector</td>
</tr>
<tr>
<td>$\eta$</td>
<td>9.000</td>
<td>Elasticity of substitution among consumption goods</td>
</tr>
<tr>
<td>$\phi_\pi$</td>
<td>1.500</td>
<td>Interest-rate reaction to inflation</td>
</tr>
<tr>
<td>$\phi_y$</td>
<td>0.125</td>
<td>Interest-rate reaction to output gap</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.200</td>
<td>Size of non-dollar sector</td>
</tr>
<tr>
<td>$\sigma_{\Delta e}$</td>
<td>0.250</td>
<td>Standard deviation of exchange-rate shock</td>
</tr>
</tbody>
</table>

Note: All parameters, except $\nu$ and $\sigma_{\Delta e}$, are obtained from Galí (2015).

The above equations differ from a standard NK framework only in the exchange rate shock in the NKPC. The additional term in the NKPC here implies that the path of aggregate inflation is influenced by both the size of the non-dollar sector and the standard deviation of the exchange rate shock. Since the nominal interest rate responds to aggregate inflation and the aggregate output gap, the exchange rate shock, therefore, has a direct impact on the nominal interest rate.

As all exogenous shocks are assumed to be uncorrelated, the economic dynamics under a productivity shock and a preference shock are identical to those in Galí (2015). We therefore focus only on the exchange rate shock. Without productivity and preference shocks, the natural rate of interest in the dynamic IS curve vanishes. In Fig. 1, the impulse responses to a 25-basis-point nominal appreciation in the non-dollar currency are presented. We discuss the impulse responses in detail next.

### 5.1.1 Aggregate dynamics

The three plots in the first row of Fig. 1 depict that the aggregate output gap, aggregate inflation, and the nominal interest rate return to their steady states immediately after the period of the exchange rate shock. To see the analytical solution, substitute the
Taylor rule Eq. (AIAO) into the dynamic IS curve, and use the method of undetermined coefficients to solve for the paths of aggregate inflation and the aggregate output gap. The impulse responses as functions to the exchange rate shock are

\[ \dot{i}_t = \nu \sigma \phi_\pi \Omega \Delta e_t, \]  

(50)

\[ \dot{y}_t = -\nu \phi_\pi \Omega \Delta e_t \]  

(51)

\[ \pi_t = \nu (\sigma + \phi_y) \Omega \Delta e_t, \]  

(52)

where

\[ \Omega \equiv \frac{1}{\sigma + \phi_y + \kappa \phi_\pi} > 0 \]  

(53)

We note that \( \Omega \) is increasing in \( \theta \) via \( \kappa \). As the equations show, an unexpected one-time appreciation of the non-dollar currency unambiguously induces a one-time contemporaneous negative response in the output gap, and a one-time contemporaneous positive response in aggregate inflation. This is because the exchange rate shock leads to a higher
consumer price and hence lower aggregate demand. The resulting effect on monetary policy is a contractionary one, as seen from the positive coefficient in equation (50) for the nominal interest rate. The random-walk process of the exchange rate means that $E_t[\pi_{t+1}] = 0$, and hence the real interest rate coincides with the nominal interest rate.

Note that the responses of the aggregate variables are proportional to the size of the non-linear sector. When few firms opt to price in the non-dollar currency, $\nu \to 0$, an unexpected exchange rate shock has negligible influence on the aggregate economic dynamics. Besides, the fact that the coefficient $\Omega$ increases in $\theta$ means that higher price rigidity implies higher responsiveness of the aggregate variables to an exchange rate shock.

5.1.2 Sectoral dynamics

We now examine the sectoral dynamics so as to analyze the interactions between the dollar and the non-dollar sectors. Proposition 2 has shown that the bilateral differentials in sectoral prices, inflation, and output gaps are results of price rigidity and imperfect substitution among the goods. The inflation and output-gap differentials are both linear in the bilateral relative price:

$$\pi_2, t - \pi_1, t = -\frac{1 - \theta}{\theta} s_t.$$  \hspace{1cm} (54)

$$\tilde{y}_2, t - \tilde{y}_1, t = -\eta s_t.$$  \hspace{1cm} (55)

The negative signs in Eqs. (54) and (55) imply that both the output gap and inflation are higher in the dollar sector compared to those in the non-dollar sector, given an appreciation of the non-dollar currency. The effect is persistent due to the persistence of $s_t$, see equation (45). Higher price stickiness $\theta$ implies more persistence as well as a smaller difference between the sectoral inflation rates.

Substituting the aggregate output gap into the sectoral output gap functions in Eq. (35) gives the following dynamics of the sectoral output gaps:

$$\tilde{y}_1, t = \nu \eta s_t - \nu \phi_x \Omega \Delta e_t$$  \hspace{1cm} (56)

$$\tilde{y}_2, t = - (1 - \nu) \eta s_t - \nu \phi_x \Omega \Delta e_t.$$  \hspace{1cm} (57)

These sectoral movements are shown in the second and third rows of Fig. 1. From the impulse responses, there are distributional effects between the two sectors. Output and inflation in the dollar sector are positive, while output and inflation in the non-dollar sector are negative, for the chosen parameters. While this is true generally in all periods after the initial exchange rate shock, this is not necessarily so in that initial period, as a
closer inspection of the two equations above will now show.

The first components of the sectoral output gaps are the substitution effects arising from a change in the relative sectoral price. The second components are the income effects due to lower aggregate output as seen in Eq. (51). The contemporaneous responses to an unexpected appreciation in the non-dollar currency are net outcomes of both the income effect and the substitution effect. The income effect drives the sectoral outputs below their natural level. The substitution effect, on the other hand, causes households to consume relatively more goods from the dollar sector and less from the non-dollar sector. Both effects result in lower output in the non-dollar sector, but in the dollar sector, the resulting output depends on which effect is dominant. Substitute Eq. (45) into Eq. (56) and combine the coefficients of the exchange rate shock. The dollar-sector firms produce above the natural level of output during the period of the exchange rate shock if:

$$\frac{1}{\eta \theta} - \kappa < \frac{\sigma + \phi_y}{\phi_{\pi}}$$

in which case the substitution effect dominates the income effect. The right-hand side is an indicator of the nominal interest rate’s responsiveness to aggregate inflation and the output gap. A greater value on the right-hand side is due to a greater response to the aggregate output gap and/or a smaller response to aggregate inflation.

The inequality also implies that an unexpected exchange rate shock may cause the dollar-sector firms to produce below the natural level in the initial period of the exchange rate appreciation, when either the elasticity of substitution among consumer goods is sufficiently low (\(\eta\) is sufficiently small), or the interest rate is sufficiently responsive to aggregate inflation (\(\phi_{\pi}\) is sufficiently large), and the interest rate is not responsive enough to the output gap (\(\phi_y\) is sufficiently small). In the first instance, the small substitution elasticity limits households’ willingness to consume more dollar-sector goods and less non-dollar-sector goods. In the second instance, the decline in the nominal interest rate is small, limiting the income effect of the exchange rate shock. The degree of price rigidity, however, has no clear influence on the direction of response.

In the periods following the exchange rate shock, dollar-sector output is persistently above the natural level, while non-dollar-sector output is persistently below it. This is because the exchange rate shock no longer causes a change in aggregate inflation. The income effect is not present after the period of the shock. The national income is back at its natural level. Due to price rigidity, the substitution effect, however, remains until the bilateral relative price returns to its steady state. Because the income effect is only one-off, kinks are expected in the impulse responses in the second period.

Using the method of undetermined coefficients, one can solve for sectoral inflation in
terms of the exchange rate shock and the relative price as:

\[ \pi_{1,t} = \frac{v(1-\theta)}{\theta} s_t - v \kappa \phi_\pi \Omega \Delta e_t \]  
\[ \pi_{2,t} = -\frac{(1-v)(1-\theta)}{\theta} s_t - v \kappa \phi_\pi \Omega \Delta e_t \]  

(59)  
(60)

As in the case of output responses, the exchange rate shock causes aggregate demand to be lower, and hence puts downward pressure on inflation. The substitution effect results in a demand-pulled inflation in the dollar sector. Firms adjust their price when opportunities arise. The rate at which inflation changes is subject to the degree of price rigidity. Substitute Eq. (45) into Eq. (59) and combine the coefficients of the exchange rate shock. Inflation in the dollar sector during the period of the exchange rate shock is higher if

\[(1-\beta \theta) \Theta \left( \sigma + \frac{\phi + \alpha}{1-\alpha} \right) < \frac{\sigma + \phi_y}{\phi_\pi} .\]  

(61)

This inequality also implies that, in the period of an exchange rate shock, the dollar sector may respond with lower inflation when either the degree of price rigidity is sufficiently low (\( \theta \) is sufficiently small), or the interest rate is sufficiently responsive to aggregate inflation (\( \phi_\pi \) is sufficiently large), and less responsive to the aggregate output gap (\( \phi_y \) is sufficiently small). In the non-dollar sector, inflation is always below the steady state, as firms need to offset the price hike due to the exchange rate shock. In the periods after the exchange rate shock, the inflation dynamics are linear in the bilateral relative price.

It is of policy interest to find from Eqs. (56) and (59) that the dollar-sector variables are proportional to the size of the non-dollar sector. This is similar to the aggregate variables. In the case where no firm prices in the non-dollar currency, the dollar-sector variables do not respond to an exchange rate shock.

5.2 Alternative Taylor rules

For the other two variants of the Taylor rule, the nominal interest rate responds to the dollar-sector inflation instead of the aggregate one. Under such monetary policy rules, the exchange rate shock does not influence the nominal interest rate directly, but via the bilateral relative price, which causes changes in the dollar-sector inflation. The NK framework can be rearranged to a three-equation system with the aggregate output gap, the dollar-sector inflation, the nominal interest rate, and the bilateral relative price as the endogenous variables. The non-policy block consists of the following dynamic IS curve
and dollar-sector NKPC, in addition to Eq. (45):

\[
\tilde{y}_t = E_t[\tilde{y}_{t+1}] - \sigma^{-1} \left[ \hat{i}_t - E_t[\pi_{1,t+1}] + v (1 - \theta) s_t - \hat{r}^n_t \right]
\]

(62)

\[
\pi_{1,t} = \beta E_t[\pi_{1,t+1}] + \kappa \tilde{y}_t + \lambda v s_t.
\]

(63)

We consider the following two variants of the Taylor rule:

\[
\hat{i}_t = \phi_\pi \pi_{1,t} + \phi_y \tilde{y}_t \quad \text{(DIAO)}
\]

\[
\hat{i}_t = \phi_\pi \pi_{1,t} + \phi_y (\tilde{y}_t + \eta v s_t) \quad \text{(DIDO)}
\]

Under both regimes, the nominal interest rate responds to the dollar-sector inflation. The difference lies in the output gaps that enter the policy rule. In DIDO, the nominal interest rate responds to the dollar-sector output gap.

In Fig. 2, we show the impulse responses of the macroeconomic variables to a 25-basis-point nominal appreciation in the non-dollar currency under the DIAO and DIDO regimes. Both regimes behave similarly when responding to an exchange rate shock, with the impulse response curves of DIDO below those of DIAO, except for the real interest rate. To keep the paper concise, we discuss the impulse responses of DIAO in the main body of the paper and provide the equations of DIDO impulse response functions in Section C.3.

The equation system formed from Eqs. (45), (62), (63) and (DIAO) can be interpreted as one with \( \tilde{y}_t, \pi_{1,t}, \) and \( \hat{i}_t \) being the endogenous variables, and \( s_t \) being an autoregressive exogenous process. It is then straightforward to express the endogenous variables in terms of the bilateral relative price:

\[
\tilde{y}_t = -\lambda v \phi_\pi \Lambda s_t
\]

(64)

\[
\pi_{1,t} = \frac{v (1 - \theta)}{\theta} (1 - \kappa \phi_\pi \Lambda) s_t
\]

(65)

\[
\hat{i}_t = -v (\kappa - \lambda \sigma) (1 - \theta) \phi_\pi \Lambda s_t
\]

(66)

where \( \Lambda \equiv \frac{1}{(1 - \beta \theta) \sigma (1 - \theta) + \phi_y |\phi_y| + \kappa |\phi_y - \theta|} > 0 \). Contrary to the baseline case, the one-off exchange rate shock translates into a persistent shock to the bilateral relative price. The variables now behave differently.

Aggregate output in Fig. 2 responds with a level below the natural one and returns to its steady state gradually. The direction of response is the same as in the baseline case shown in Fig. 1. The impulse response decays gradually because the nominal interest rate is a function of the sectoral inflation which returns to its steady state only when the bilateral relative price does. The aggregate output gap, which is sensitive to nominal
interest rate changes, also follows the behavior of the bilateral relative price.

The directions of responses of the dollar-sector inflation and the nominal interest rate are no longer unambiguous. They depend on the parameters. In particular, the nominal interest rate decreases when \( \kappa \sigma^{-1} > \lambda \), also elaborated as

\[
\sigma^{-1} > \frac{1 - \Theta}{\Theta} \frac{1 - \alpha}{\alpha + \varphi} \tag{67}
\]

which refers to a sufficiently large elasticity of the output gap to the real interest rate (sufficiently small \( \sigma \)). This condition always holds true in the particular case of a constant return to scale, \( \alpha = 0 \). The dollar-sector inflation is lower if

\[
\frac{(\kappa - \lambda \sigma) \theta}{1 - \beta \theta} > \phi_y \tag{68}
\]

which holds true when \( \kappa \sigma^{-1} > \lambda \), and when either prices are sufficiently rigid (sufficiently large \( \theta \)), or \( \phi_y \) is sufficiently small. Note that when \( \kappa \sigma^{-1} < \lambda \), both the nominal interest rate and the dollar-sector inflation increase. From the dynamic IS curve, the real interest
rate is found to increase unambiguously, despite the uncertain response of the nominal interest rate:

\[ \hat{r}_t = \nu \lambda (1 - \theta) \phi_x \Lambda s_t > 0. \] (69)

Inflation in the non-dollar sector is derived by adding the inflation differential Eq. (54) to the dollar-sector inflation

\[ \pi_{2,t} = -\frac{1 - \theta}{\theta} (1 - \nu + \nu \kappa \phi_x \Lambda) s_t \] (70)

which is always below the steady state. The sectoral output gaps are derived from the demand functions

\[ \hat{y}_{1,t} = -\nu (\lambda \phi_x \Lambda - \eta) s_t \] (71)
\[ \hat{y}_{2,t} = -[\lambda \nu \phi_x \Lambda + \eta (1 - \nu)] s_t \] (72)

As in the dollar-sector inflation, the response of the dollar-sector output depends on the parameters. For a sufficiently large value of \( \eta \), firms in the dollar sector produce above the natural level, as households find it easier to substitute one consumption good for another. Firms in the non-dollar sector, instead, always produce below the natural level, as the dollar-denominated price is higher.

Thus far, under the DIAO regime, all the variables presented are only linear in the bilateral relative price. This is due to the choice of a monetary policy rule where the nominal interest rate responds to variables that are associated with the bilateral relative price. However, an exception is aggregate inflation, which is additionally influenced by the contemporaneous exchange rate shock:

\[ \pi_t = -\frac{1 - \theta}{\theta} \nu \kappa \phi_x \Lambda s_t + \nu \Delta e_t \] (73)

The exchange rate shock offsets some effects of the bilateral relative price. The contemporaneous response of aggregate inflation is always positive, as shown in the appendix. From the second period on, aggregate inflation is below its steady state and is linear only in the bilateral relative price. As a result, a kink is observed in the response of aggregate inflation.

In summary, there is one similarity and two differences between economic dynamics under the AIAO regime and the DIAO (or DIDO) regime. The similarity is that economic dynamics in the aggregate economy and the dollar sector are proportional to the size of the non-dollar sector. For DIAO, this is seen from Eqs. (64), (66) and (73) for the aggregate
variables, and from Eqs. (65) and (71) for the dollar-sector variables. In the limiting case where no firm prices in the non-dollar currency, it is expected that the exchange rate shock will not affect the economy.

The two differences between the regimes are as follows. First, the aggregate output gap and inflation experience one-period volatility under the AIAO regime, but they exhibit persistent movements in the DIAO regime. Second, the responses of the nominal interest rate and dollar-sector inflation are unambiguous under the AIAO regime, but they are dependent on the parameter values under the DIAO regime. Dynamics in the non-dollar sector, on the other hand, have shown similar patterns between the two sectors.

6 Heterogeneous Price Rigidity

The implications become richer when price rigidity differs across various pricing currencies. For example, goods listed online may be subjected to more frequent price changes as it is less costly for merchants to do so online than at physical boutiques. In the future, perhaps large online merchants will introduce their own cryptocurrency and price their goods in that currency, just like the airlines price the award tickets in miles, giving rise to the considerations here. In this section, we thus analyze the economic dynamics when the dollar and the non-dollar sectors differ in the extent of price rigidity.

The NK framework with different price rigidities and the baseline AIAO monetary policy are summarized by the following five equations:

\[
\begin{align*}
\hat{y}_t &= E_t[\hat{y}_{t+1}] - \sigma^{-1} \left[ i_t - E_t \left[ (1 - v) \pi_{1,t+1} + v \pi_{2,t+1} \right] - \hat{r}_n^t \right] \\
\pi_{1,t} &= \beta E_t[\pi_{1,t+1}] + \kappa_1 \hat{y}_t + \lambda_1 v s_t \\
\pi_{2,t} &= \beta E_t[\pi_{2,t+1}] + \kappa_2 \hat{y}_t - \lambda_2 (1 - v) s_t \\
s_t &= s_{t-1} + \pi_{2,t} - \pi_{1,t} + \Delta e_t \\
\hat{i}_t &= \phi_i \left[ (1 - v) \pi_{1,t} + v \left( \pi_{2,t} + \Delta e_t \right) \right] + \phi_y \hat{y}_t
\end{align*}
\]

Notice that the parameters \(\kappa_1, \kappa_2, \lambda_1, \) and \(\lambda_2\) are now shown with subscripts as the price rigidities differ. This equation system contains the aggregate output gap, the two sectoral inflation rates, and the nominal interest rate as the endogenous variables, the bilateral relative price as the state variable, and the nominal appreciation of the non-dollar currency as the exogenous variable. Since the price rigidities are different between the two sectors, Proposition 2 no longer holds, meaning aggregate inflation is not necessarily independent of the bilateral relative price as in our earlier simulations of the AIAO regime.

We first consider a scenario in which the non-dollar sector has a lower price rigidity
than the dollar sector. This is done by adjusting the parameter $\theta_2$, so that it corresponds to two price changes per year ($\theta_2 = 0.5$) and four price changes per year ($\theta_2 = 0$), while holding the frequency of price changes in the dollar sector at once a year ($\theta_1 = 0.75$). The impulse responses are shown in Fig. 3. The circle-marked lines are the impulse responses in Fig. 1, when the frequency of price change in the non-dollar sector is the same as that in the dollar sector. As price rigidity is reduced in the non-dollar sector, more firms respond to the exchange rate shock by adjusting their non-dollar prices, offsetting the increase in their dollar-denominated prices. As a result, we see a smaller impact of the exchange rate shock on the bilateral relative price. This leads to a smaller substitution effect between the consumption goods, and hence smaller responses in most of the variables. Also note that aggregate output, aggregate inflation, and the nominal interest rate no longer experience one-off volatility. They take time to return to the steady states. In the limiting case where all firms in the non-dollar sector can adjust prices in response to the exchange rate shock ($\theta_2 = 0$), the change in inflation in the non-dollar sector fully offsets the impact of the exchange rate shock, leading to no change in their dollar-denominated prices. Therefore, when prices are fully flexible in the non-dollar sector, the exchange rate shock is neutral, and does not influence economic dynamics. This result is in line with Proposition 4.

We then examine the economic dynamics when the dollar sector becomes more flexible, as compared to the non-dollar sector. Similar to the above simulation, we vary the price rigidity in the dollar sector while holding the frequency of price change in the non-dollar sector at once a year. Fig. 4 shows the impulse responses when the price rigidity in the dollar sector changes from one change a year to two and four changes a year. When the non-dollar sector is hit by an exchange rate shock, the rigidity in the non-dollar sector causes the dollar-denominated price of its goods to be higher. The re-distributed demand from the non-dollar sector to the dollar sector motivates the firms in the dollar sector to price higher. When price rigidity in the dollar sector is lower, more firms increase their prices to meet the increased demand. We therefore observe that the response of the dollar-sector inflation first shows a dip, caused by the one-off exchange rate shock, then a value in the second period that increases with price flexibility.

It is important to note that even when prices are fully flexible in the dollar sector, the exchange rate shock is not neutral as in the case of the flexible non-dollar price. Again, this is in line with Proposition 4. The non-neutrality arises because the dollar-denominated price of the non-dollar sector goods resulting from the exchange rate shock does not coincide with the desired price level. As a result, when the dollar-sector firms price their goods at the desired levels, there is a price differential between the goods from the two sectors. While firms in the non-dollar sector take time to reset prices to their
Figure 3: Impulse responses to a 0.25% appreciation of the exchange rate. Price rigidity in the dollar sector is kept at $\theta_1 = 0.75$, corresponding to a frequency of one price change per year. Price rigidity in the non-dollar sector varies among 0.75, 0.5, and 0, corresponding to one, two and four price changes per year, respectively. The monetary policy regime is AIAO. Vertical axes indicate percentage deviations from the steady states. Horizontal axes indicate quarters after the exchange rate shock.

desired level, firms in the dollar sector optimize their prices every period. Therefore, we see the non-negligible impulse responses even when prices are fully flexible in the dollar sector.

To obtain a more general picture of economic dynamics at different extents of price rigidity, in Fig. 5, we compute the cumulative impulse responses for the aggregate output gap and aggregate inflation over two years (eight quarters). As expected, when prices are flexible in the non-dollar sector ($\theta_2 = 0$), an exchange rate shock does not cause any movements in the aggregate output gap and aggregate inflation. However, when prices are also flexible in the dollar sector ($\theta_1 = 0$), the exchange rate shock is not neutral, unless prices are flexible in the non-dollar sector. Furthermore, throughout the range of dollar-sector price rigidity, the cumulative impulse responses are generally greater when price rigidity in the non-dollar sector is higher.

In the previous section, we have shown that the impulse responses to an exchange rate shock for the overall economy and the dollar sector are proportional to the size of the non-dollar sector. To see if this result also holds in an environment of heterogeneous
price rigidities, we simulate for different values of $v$. The impulse responses are shown in Fig. 6. The price rigidities are set to $\theta_1 = 0.75$ for the dollar sector, and $\theta_2 = 0.5$ for the non-dollar sector. When the size of the non-dollar sector increases from 0.2 to 0.5, the responses of the economy increase accordingly, whereas when the size of the non-dollar sector diminishes to 0, there are no responses to the exchange rate shock. Therefore, we infer that, with heterogeneous price rigidities, the responses of the overall economy and the dollar sector to an exchange rate shock also vary with the size of the non-dollar sector.

7 Currency Choice

We now depart from the assumption that a firm sticks to the same pricing currency all the time. We allow firms to choose a different pricing currency when they are allowed to reset prices. As a result, a rational firm chooses the currency that provides it with the best utility outcome.
Our analysis of the endogenous choice of a currency extends beyond Gopinath et al. (2010), allowing for random preferences and providing an interior solution rather than an either-or choice as in their paper. We introduce a discrete choice model building on McFadden (1974) to specify the conditions under which firms choose to price in one currency versus the other. Let $\mathcal{U}_{i,j,t}$ denote the utility of producer $i$, who resets its price in period $t$ and uses currency $j$ to do so. We specify

$$\log (\mathcal{U}_{i,j,t}) = \log (\mathcal{V}_{j,s,t}) + \epsilon_{i,j,t} \tag{79}$$

where $\mathcal{V}_{j,s,t}$ is the continuation value to the firm as the sum of expected and discounted optimized profits when the price has been reset at $s \leq t$, using currency $j$ to do so, and where $\epsilon_{i,j,t}$ is an exogenous and random preference parameter for picking currency $j$ at time $t$. One may think of this parameter as arising from regulatory concerns, customer relationships or network effects for using a particular currency, which are outside this model. We assume $\epsilon_{j,t}$ to be independent across $i$, $j$ and $t$ as well as any other shocks and to be distributed according to a type I extreme value distribution

$$F(\epsilon_{i,j,t}) = \exp (-\gamma_j \exp(-\epsilon_{i,j,t})) \tag{80}$$

where $\gamma_j > 0$ is a constant and common across all producers and dates. A firm chooses to price in currency $j$ if the utility from the optimized value is at least as high as that
from all the other alternatives:

\[ U_{j,t} \geq U_{j',t} \ \forall j' = 0, \ldots, K. \]  

(81)

which holds when

\[ \varepsilon_{j',t} \leq \log \left( \frac{V_{j',t,t}}{V_{j,t,t}} \right) + \varepsilon_{j,t} \ \forall j' = 1, \ldots, J. \]  

(82)

The joint probability from \( J \) currencies gives the probability of a firm pricing in currency \( j \):

\[ P_{rj,t} = \frac{\gamma_j V_{j,t,t}}{\sum_{j'=1}^J \gamma_{j'} V_{j',t,t}} \]  

(83)

Following the approach in Gopinath et al. (2010), an analytical approximation to the pricing probability is provided in the technical appendix D. We write the value to the
firm in the following recursive form

\[
V_{j,s,t} = \Xi_t(P^*_j) + E_t Q_{t,t+1} \left( \theta_j V_{j,s,t+1} + (1 - \theta_j) \max_{j'} V_{j',t+1,t+1} \right)
\]  

(84)

where \(\Xi_t(P_j)\) is the profit at the optimal currency-\(j\) price set at time \(s\) given the state of the economy at time \(t\). In the period following the price adjustment, the firm continues to use the current optimal price with probability \(\theta_j\). Otherwise, with probability \(1 - \theta_j\), the firm chooses the currency that delivers the highest value.

The endogenous currency choice leads to time-varying sizes of the currency sectors. With a time subscript to the parameter \(\upsilon_j\), the law of motion for \(\upsilon_{j,t}\) is:

\[
\upsilon_{j,t} = \theta_j \upsilon_{j,t-1} + \Pr_{j,t} \sum_{j'=1}^{\kappa} (1 - \theta_{j'}) \upsilon_{j',t-1}
\]

(85)

The first term is the proportion of firms that did not change prices from the previous period. The second term arises as the sum over all firms that get to reset their price as well as choose their currency, and choose currency \(j\). At the steady state and for two currencies, we obtain

\[
v_1 = \theta_1 v_1 + \Pr_1((1 - \theta_1)v_1 + (1 - \theta_2)v_2)
\]

Since \(v_1 + v_2 = 1\), we can substitute out \(v_2\) and solve\(^5\) for \(v_1\).

\[
v_1 = \left( \frac{\omega}{1 - \theta_2} + 1 \right)^{-1}, \text{ where } \omega = \left( \frac{1}{\Pr_1} - 1 \right) (1 - \theta_1)
\]

(86)

Equations Section 7 and Eqs. (85) and (86) show that there are two opposing forces on the adoption of a currency as a currency sector experiences a permanent change in price rigidity. Section 7 shows that a more flexible currency sector (a lower \(\theta_j\)) is favourable to an individual firm as the value is higher. All else equal, firms therefore prefer to price in a currency that has lower price rigidity. Eq. (85), however, shows that more firms are likely to switch to other currency sectors for idiosyncratic reasons, when a currency sector is more flexible. The resultant change on \(\upsilon_{j,t}\) then depends on which force is stronger.

Consider the two currency steady state. Suppose that the Dollar sector 1 becomes more flexible, i.e. \(1 - \theta_1\) rises. That change on its own leads to a fall of \(v_1\) per (86). The higher flexibility also makes the Dollar sector more attractive per (Section 7), generating a rise in \(\Pr_1\), per (Eq. (83)). The rise in \(\Pr_1\) leads to a rise in \(v_1\) per (86). The overall effect is

\(^5\)Note that we obtain the symmetric equation for \(v_2\) per swapping the subscripts 1 and 2, since \(\Pr_1 + \Pr_2 = 1\).
determined by the product $\omega$: if $\omega$ rises, then $v_1$ falls and $v_2 = 1 - v_1$ rises.

We examine the transition dynamics from the baseline specification to different extents of price rigidities in a two-sector economy. We use Dynare and the system of non-linear equilibrium conditions for the numerical calculations. The results are shown in Fig. 7 for pricing cycles of 2, 3, 4, and 5 quarters in the dollar sector, where the pricing cycle is calculated as $\frac{1}{1-\theta_1}$. The pricing cycle in the non-dollar sector is kept at 4 quarters. As expected, the probability of non-dollar pricing increases as the pricing cycle in the dollar sector gets longer. The size of the non-dollar sector, however, shows ambiguous responses to a change in pricing cycle, due to the nonlinear interaction of the two opposing forces discussed above. When the pricing cycle in the dollar sector increases from 2 quarters to 3 quarters, the size of the non-dollar sector increases in size, but at longer pricing cycles, the non-dollar sector decreases in size again. This is because, with higher price rigidity, firms in the dollar sector has less opportunity to switch to the non-dollar currency. In general, when transiting from the baseline specification to one with lower price rigidity, the steady states of the key macroeconomic variables are unchanged. However, the variables deviate from the steady states temporarily.

We can verify the non-monotonic relationship between the non-dollar sector size and the pricing cycle in the dollar sector. In Panel (a) of Fig. 8, we plot the long run probability of non-dollar pricing ($Pr_{2t}$) and the size of the non-dollar sector ($v_{2t}$) against the pricing cycle in the dollar sector. The non-dollar sector size increases when the pricing cycle is shorter than 3 quarters, then decreases monotonically. This means that, at a pricing cycle shorter than 3 quarters, the effect from firms’ willingness to adopt non-dollar pricing dominates the firms’ chances to switch to a different currency. Beyond 3 quarters, it is hard for firms to “escape” from the dollar sector, despite that the non-dollar sector is more attractive. It can be seen that at a pricing cycle of 2.3 quarters ($\theta_1 = 0.565$), the non-dollar sector size is the same as our baseline value of 0.2. Panel (b) of Fig. 8 shows the peak responses of the key macroeconomic variables following a change in the pricing cycle in the dollar sector. The pricing cycle of 2.3 quarters indicates a point at which there is little deviation from the baseline steady state.

The evolving size of the currency sector is related to our earlier finding of proportional macroeconomic responses to the size of the non-dollar sector under an exchange rate shock. In an environment with endogenous currency choice, the central bank may see changes in the impact of exchange rate shocks when price rigidity in the dollar or the non-dollar sector changes. In particular, there exists a range of pricing cycle in which the exchange rate shocks may pose a higher risk to economic stability when the non-dollar sector grows in size. With the parameterization in this paper, the range works out to be between 2.3 and 4 quarters.
When price rigidity stays constant, so will the pricing choice of firms. In that case, the log-linearized analysis of the previous sections applies even when allowing for the endogeneity of the currency choice.

8 Conclusion

We have extended the basic NK framework in Galí (2015) and analyzed the consequences for monetary policy and macroeconomic dynamics when multiple parallel currencies co-exist in an economy. Our primary focus is on the exchange rate shocks of the parallel currencies. These exchange rate shocks introduce a new domestic source of uncertainty into the future world of parallel currencies. We show that a one-time appreciation of the non-official currency will lead to a persistent expansion in the Dollar sector and a persistent decline in the non-Dollar sector. We examine the specification of monetary policy and its consequences: it may target aggregate inflation (AI) or Dollar inflation (DI), and it may target the overall output gap (AO) or just the output gap of the Dollar-pricing sector (DO). For the baseline AIAO monetary policy specification, there is a one-period increase in the nominal and real interest rate, a one-period decrease in aggregate output and a hump-shaped increase in Dollar inflation. For the DIAO and DIDO monetary
(a) Changes in steady states

(b) Peak responses

Figure 8: Changes in steady states and peak responses vs pricing cycle in the dollar sector.

Policy specification, we instead obtain a persistent decrease in the nominal interest rate and Dollar inflation. Real interest rates and aggregate output now show a persistent response.
We then introduced the possibility that firms can change the pricing currency, when they are allowed to reset their price. We show that there are two opposing forces. All else equal, firms prefer to price in a currency that has lower price rigidity. However, higher flexibility also leads to higher probability of switching for idiosyncratic reasons. As a result, we find that the non-dollar sector size is not monotone and may actually increase in size, when the dollar sector becomes less rigid.

Our analysis thus shows that a new future world with a sizeable sector of firms pricing in a currency other than the official one gives rise to new challenges for monetary policy, and provides a road map for their analysis as well as the key insights above.
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Appendix A Proofs of propositions

A.1 Proof of Proposition 1

The optimality conditions for real holdings of any currency $k$ is

$$\xi l_t - \sigma c_t = \frac{\beta}{1 - \beta} [\sigma (c_t - E_t[c_{t+1}]) - E_t[\pi_{t+1}] + E_t[\Delta e_{k,t+1}] - (1 - \rho_z) z_t] \quad (A.1)$$

Taking the difference between $k = j$ and $k = j'$ proves the proposition

$$e_{j,t} - e_{j',t} = E_t [e_{j,t+1} - e_{j',t+1}] . \quad (A.2)$$

A.2 Proof of Proposition 2

First result With the exchange rate being a random-walk process, the optimal price for any currency sector $k$ is rewritten as:

$$p_{k,t}^* + e_{k,t} = (1 - \beta \theta_k) \sum_{h=0}^{\infty} (\beta \theta_k)^h E_t [\tilde{p}_{t+h}] \quad (A.3)$$
Let the price rigidity be the same for an arbitrary pair of currencies \( j \) and \( j' \), \( \theta_j = \theta_j' = \theta \). Eq. (A.3) can be written as \( p_{k,t}^* + e_{k,t} = (1 - \beta \theta) \sum_{h=0}^{\infty} (\beta \theta)^h E_t [p_{t+h}] \), in which the right-hand sides are identical, and independent of the currency choice. Hence, prices set in currency \( j \) and \( j' \) are equivalent. Mathematically, \( p_{j,t}^* + e_{j,t} = p_{j',t}^* + e_{j',t} \).

**Second result**  Price levels in sectors \( j \) and \( j' \) are weighted sums of optimal prices and the price levels from the previous period: \( p_{j,t} = (1 - \theta) p_{j,t}^* + \theta p_{j,t-1} \) and \( p_{j',t} = (1 - \theta) p_{j',t}^* + \theta p_{j',t-1} \). From the definition of \( s_{j,j',t} \):

\[
\begin{align*}
    s_{j,j',t} &= p_{j,t} + e_{j,t} - (p_{j,t}^* + e_{j,t}) \\
    &= (1 - \theta) (p_{j,t}^* - p_{j',t}^*) + \theta (p_{j,t-1} - p_{j',t-1}) + e_{j,t} - e_{j',t} \\
    &= (1 - \theta) (p_{j,t}^* + e_{j,t} - p_{j',t}^* - e_{j',t}) + \theta (p_{j,t-1} + e_{j,t} - p_{j',t-1} - e_{j',t}) \\
    &= \theta s_{j,j',t-1} + \theta (\Delta e_{j,t} - \Delta e_{j',t})
\end{align*}
\]

The last equation makes use of the first result.

**Third and fourth results**  The expression for \( s_{j,j',t} \) from the second result can be rearranged as an expression for \( s_{j,j',t} \): \( s_{j,j',t-1} = \frac{1}{\theta} s_{j,j',t} - \Delta e_{j,t} + \Delta e_{j',t} \). The law of motion of \( s_{j,j',t} = s_{j,j',t-1} + \pi_{j,t} + \Delta e_{j,t} - \pi_{j',t} - \Delta e_{j',t} \) is rearranged as

\[
\pi_{j,t} - \pi_{j',t} = s_{j,j',t} - s_{j,j',t-1} - \Delta e_{j,t} + \Delta e_{j',t} = -\frac{1 - \theta}{\theta} s_{j,j',t}
\]

For the output gap differential:

\[
\tilde{y}_{j,t} - \tilde{y}_{j',t} = -\eta \tilde{p}_{j,t} + \tilde{y}_t - (-\eta \tilde{p}_{j',t} + \tilde{y}_t) = -\eta s_{j,j',t}
\]

**A.3 Proof of Proposition 3**

Let \( \theta_j = \theta \) for all \( j \). The second and third terms on the right-hand side of Eq. (43) are simplified as \( \nu' \kappa \tilde{y}_t = \kappa \tilde{y}_t \) and \(-\lambda \nu' \tilde{p}_t = 0 \), where \( \kappa \equiv \Theta (1 - \theta)(1 - \beta \theta) (\sigma + \frac{\bar{\sigma} + \alpha}{1 - \alpha}) \). Consequently, the NKPC for aggregate inflation is expressed independent of the relative price.

**A.4 Proof of Proposition 4**

From Eq. (22) and equilibrium conditions, the relative price in a sector \( j \) with flexible prices is a function of the output gap

\[
\hat{p}_{j,t} = p_{j,t} + e_{j,t} - p_t = \Theta \left( \sigma + \frac{\alpha + \varphi}{1 - \alpha} \right) \tilde{y}_t \quad (A.4)
\]

The contemporaneous sectoral inflation is

\[
\pi_{j,t} = \Theta \left( \sigma + \frac{\alpha + \varphi}{1 - \alpha} \right) \Delta \tilde{y}_t + \pi_t - \Delta e_{j,t} \quad (A.5)
\]
The contemporaneous aggregate inflation is

\[
\pi_t = v_j \pi_{jt} + \sum_{k \neq j} v_k (\pi_{kt} + \Delta e_{kt}) = \zeta_{vj} \Delta \tilde{y}_t + \sum_{k \neq j} \frac{v_k}{1 - v_j} (\pi_{kt} + \Delta e_{kt})
\]  \hspace{1cm} (A.6)

where \( \zeta_{vj} \equiv \frac{v_j \Theta}{1 - v_j} \left( \sigma + \frac{\alpha + \varphi}{1 - \alpha} \right) \). Take expectations on both sides of Eq. (A.5). The expected sectoral inflation is

\[
E_t[\pi_{jt+1}] = \Theta \left( \sigma + \frac{\alpha + \varphi}{1 - \alpha} \right) (E_t[\tilde{y}_{t+1}] - \tilde{y}_t) + E_t[\pi_{t+1}]
\]  \hspace{1cm} (A.7)

Take expectations on both sides of Eq. (A.6). The expected aggregate inflation is

\[
E_t[\pi_{t+1}] = \zeta_{vj} E_t[\Delta \tilde{y}_{t+1}] + \sum_{k \neq j} \frac{v_k}{1 - v_j} E_t[\pi_{kt+1}]
\]  \hspace{1cm} (A.8)

Substitute the expected inflation in the IS curve with Eq. (A.8):

\[
\tilde{y}_t = E_t[\tilde{y}_{t+1}] - \left( \sigma + \zeta_{vj} \right)^{-1} \left( \hat{i}_t - \sum_{k \neq j} \frac{v_k}{1 - v_j} E_t[\pi_{kt+1}] \right)
\]  \hspace{1cm} (A.9)

\[
\pi_{-jt} = \beta E_t[\pi_{-jt+1}] + \kappa_{-j} \tilde{y}_t - \lambda_{-j} \circ \hat{p}_{-jt}
\]  \hspace{1cm} (A.12)

\[
\hat{p}_{-jt} = \hat{p}_{-jt-1} + \left( I - \frac{1}{1 - v_j} \right) (\pi_{-jt} + \Delta e_{-jt}) - \zeta_{vj} \Delta \tilde{y}_t
\]  \hspace{1cm} (A.13)

\[
\hat{i}_t = \phi_x \pi_t + \phi_y \hat{y}_t
\]  \hspace{1cm} (A.14)

where \( \pi_t = \zeta_{vj} \Delta \tilde{y}_t + \frac{v_{-j}(\pi_{-jt} + \Delta e_{-jt})}{1 - v_j} \). The exchange rate shock from sector \( j \), \( \Delta e_{j,t} \), does not enter the equation system, so it does not lead to changes in aggregate inflation and output gap. However, any shock from another sticky sector leads to changes in the aggregate output gap. According to Eq. (A.4), the price level in sector \( j \) changes only when there are changes in the aggregate output gap.
Appendix B  Mathematical Derivations for the Linearized NK Model

B.1 Households

The lifetime utility of a representative household is given by:

\[ E_0 \sum_{t=0}^{\infty} \beta^t u(C_t, L_t, N_t) Z_t \]  

(B.1)

\[ u(C_t, L_t, N_t) = \frac{C_t^{1-\sigma} - 1}{1-\sigma} + \frac{L_t^{1-\xi} - 1}{1-\xi} - \frac{N_t^{1+\rho}}{1+\varphi} \]  

(B.2)

The marginal utility of consumption, liquidity, and labor:

\[ u_{C,t} = C_t^{1-\sigma} \]  

(B.3)

\[ u_{L,t} = L_t^{1-\xi} \]  

(B.4)

\[ u_{N,t} = -N_t^\varphi. \]  

(B.5)

The household’s budget constraint is

\[ C_t + B_t + \sum_{j=1}^{J} L_{j,t} = \frac{\exp(\eta t) B_{t-1}}{\Pi_t} + \sum_{j=1}^{J} \frac{L_{j,t-1}}{\Pi_t} \frac{E_{j,t}}{E_{j,t-1}} + W_t N_t + \Gamma_t \]  

(B.6)

The first-order conditions with respect to \( N_t, B_t, \) and \( L_{j,t}, \) are

\[ N_t : \quad W_t = \frac{N_t^\varphi}{C_t^{1-\sigma}} \]  

(B.7)

\[ B_t : \quad C_t^{-\sigma} = \beta \exp(\eta t) E_t \left[ \frac{C_t^{-\sigma} 1}{\Pi_t^{1+1}} Z_{t+1} \right] \]  

(B.8)

\[ L_{j,t} : \quad L_t^{-\xi} C_t^{-\sigma} = 1 - \beta E_t \left[ \frac{C_t^{-\sigma} 1}{\Pi_t^{1+1}} \frac{E_{j,t} Z_{t+1}}{E_{j,t} Z_t} \right] \]  

(B.9)

Upon log-linearization at the first order around the zero-inflation steady state, the optimality conditions are expressed as:

\[ w_t = \varphi n_t + \sigma c_t \]  

(B.10)

\[ c_t = E_t[c_{t+1}] - \frac{1}{\sigma} \left( \hat{i}_t - E_t[\pi_{t+1}] \right) + \frac{1}{\sigma} (1 - \rho_z) z_t \]  

(B.11)

\[ \xi l_t - \sigma c_t = \frac{\beta}{1-\beta} \left[ \sigma (c_t - E_t[c_{t+1}]) - E_t[\pi_{t+1}] + E_t[\Delta e_{j,t+1}] - (1 - \rho_z) z_t \right] \]  

(B.12)
B.2 Firms

The production function of firm $i$ that prices in currency $j$ is

\[ Y_{j,t}(i) = A_t N_{j,t}(i)^{1-\alpha} \]  

(B.13)

Recall that $W_t$ denotes the real wage. The real marginal cost of a firm in sector $j$ is then given by

\[ MC_t(i) = W_t \left( \frac{Y_{j,t}(i)}{A_t} \right)^{\frac{\alpha}{1-\alpha}} \]  

(B.14)

\[ = \frac{W_t}{(1-\alpha) A_t Y_{j,t}(i) \left( \frac{\varepsilon_{j,t} P_t(i)}{P_t} \right)^{\frac{\alpha}{1-\alpha}}} \]  

(B.15)

\[ = \frac{W_t}{(1-\alpha) A_t Y_{j,t}(i) \left( \frac{\varepsilon_{j,t} P_t(i)}{P_t} \right)^{\frac{\alpha}{1-\alpha}}} \]  

(B.16)

where we have used (11) as well as $C_t = Y_t$ and $C_t(i) = Y_t(i)$ in the last step. The average real marginal cost of the economy

\[ MC_t = \sum_{j=1}^{J} \int_{V_j(t)} MC_t(i) di \]  

(B.17)

\[ = \frac{W_t}{(1-\alpha) A_t Y_{j,t}(i) \left( \frac{\varepsilon_{j,t} P_t(i)}{P_t} \right)^{\frac{\alpha}{1-\alpha}}} \left[ \sum_{j=1}^{J} \int_{V_j(t)} \left( \frac{\varepsilon_{j,t} P_t(i)}{P_t} \right)^{\frac{\alpha}{1-\alpha}} di \right] \]  

(B.18)

In order to log-linearize this equation when $V_{j,t} \equiv V_j$ is independent of time, examine first the term

\[ Q_t = \sum_{j=1}^{J} \int_{V_j} \left( \frac{\varepsilon_{j,t} P_t(i)}{P_t} \right)^{\frac{\alpha}{1-\alpha}} di \]  

Log-linearization delivers

\[-\frac{1-\alpha}{\alpha \eta} \bar{Q}_t + \left( \sum_{j=1}^{J} \int_{V_j} \left( \frac{\varepsilon_{j,t} P_t(i)}{P_t} \right)^{\frac{\alpha}{1-\alpha}} \right) \tilde{p}_t = \sum_{j=1}^{J} \int_{V_j} \left( \frac{\varepsilon_{j,t} P_t(i)}{P_t} \right)^{\frac{\alpha}{1-\alpha}} (\varepsilon_{j,t} + \tilde{p}_t) di \]  

(B.19)

Likewise, log-linearizing the definition of the price index (2) delivers

\[ p_t = \sum_{j=1}^{J} \int_{V_j} \left( \frac{\varepsilon_{j,t} P_t(i)}{P_t} \right)^{1-\eta} \tilde{p}_t = \sum_{j=1}^{J} \int_{V_j} \left( \frac{\varepsilon_{j,t} P_t(i)}{P_t} \right)^{1-\eta} (\varepsilon_{j,t} + \tilde{p}_t) di \]  

(B.20)
Note now that
\[ \frac{E_j P(i)}{P} = 1 \]
as all firms will choose the same price expressed in dollars at the steady state, and that price therefore equals the general price index. Use this and \((B.20)\) in \((B.19)\) to find that \(q_t = 0\). The log-linearized real marginal cost is therefore
\[ mc_t = w_t + \frac{\alpha}{1 - \alpha} y_t - \frac{1}{1 - \alpha} a_t \]  
(B.21)
It follows that an individual firm’s real marginal cost and the average real marginal cost, after log-linearization, are associated with the following equation:
\[ mc_t(i) = mc_t - \frac{\alpha \eta}{1 - \alpha} [p_t(i) + e_{j,t} - p_t] \]  
(B.22)

The firm seeks to maximize real profits per its choice of the price \(P_t(i)\). With flexible prices, the desired price \(P_t(i) = \tilde{P}_{j,t}\) is chosen so as to equalize real marginal revenue to real marginal cost, taking into account the demand function \((11)\) with \(C_t = Y_t\) and \(C_t(i) = Y_t(i)\). This leads to the markup equation
\[ \eta - 1 \frac{E_{j,t} \tilde{P}_{j,t}}{P_t} = MC_t(i) \]  
(B.23)
where \(MC_t(i)\) is evaluated at the price \(P_t(i) = \tilde{P}_{j,t}\). The log-linearized desired price is
\[ \tilde{p}_{j,t} = mc_{j,t|t} + p_t - e_{j,t} \]  
(B.24)
where (from Eq. \((B.22)\))
\[ mc_{j,t|t} = mc_t - \frac{\alpha \eta}{1 - \alpha} [\tilde{p}_{j,t} + e_{j,t} - p_t] \]  
(B.25)
The desired price can be solved as
\[ \tilde{p}_{j,t} = \Theta mc_t + p_t - e_{j,t} \]  
(B.26)
where
\[ \Theta = \frac{1 - \alpha + \alpha \eta}{1 - \alpha} \]  
(B.27)
Note that the dollar-denominated desired price, \(\tilde{p}_{j,t} + e_{j,t}\), is independent of currency choice. When prices are sticky, the log-linearized optimal price is
\[ p^*_t = (1 - \beta \theta_j) \sum_{\ell=0}^{\infty} (\beta \theta_j)^\ell E_t [mc_{t+\ell|t} + p_{t+\ell} - e_{j,t+\ell}] \]  
(B.28)
To simplify the equation, use Eq. \((B.22)\) to establish the relationship between the opti-
mizing firm’s real marginal cost with the economy’s average marginal cost:

\[ mc_{t+\ell|t} = mc_t + e_{j,t+\ell} - p_{t+\ell} \]  

(B.29)

Substitute into Eq. (B.28) and simplify:

\[ p_{j,t}^* = (1 - \beta \theta_j) \sum_{\ell=0}^{\infty} (\beta \theta_j) \theta_t \left[ mc_{t+\ell} - \frac{\alpha \eta}{1 - \alpha} \left[ p_{j,t}^* + e_{j,t+\ell} - p_{t+\ell} \right] + p_{t+\ell} - e_{j,t+\ell} \right] \]

(B.30)

\[ = \Theta^{-1} (1 - \beta \theta_j) \sum_{\ell=0}^{\infty} (\beta \theta_j) \theta_t \left[ mc_{t+\ell} + p_{t+\ell} - e_{j,t+\ell} - (1 - \Theta) p_{j,t}^* \right] \]

(B.31)

\[ = - (\Theta^{-1} - 1) p_{j,t}^* + \Theta^{-1} (1 - \beta \theta_j) \sum_{\ell=0}^{\infty} (\beta \theta_j) \theta_t \left[ mc_{t+\ell} + p_{t+\ell} - e_{j,t+\ell} \right] \]

(B.32)

\[ = (1 - \beta \theta_j) \sum_{\ell=0}^{\infty} (\beta \theta_j) \theta_t \left[ \tilde{p}_{j,t+\ell} \right] \]

(B.33)

which can be written in a recursive form

\[ p_{j,t}^* = \beta \theta_j \theta_t \left[ p_{j,t+1}^* \right] + (1 - \beta \theta_j) \tilde{p}_{j,t} \]

(B.34)

The law of motion for inflation is derived using the sectoral price index

\[ p_{j,t}^* - p_{j,t-1} = \beta \theta_j \theta_t \left[ p_{j,t+1} - p_{j,t} \right] + (1 - \beta \theta_j) \tilde{p}_{j,t} - p_{j,t-1} + \beta \theta_j p_{j,t} \]

(B.35)

\[ = \beta \theta_j \theta_t \left[ p_{j,t+1} - p_{j,t} \right] - (1 - \beta \theta_j) \left( p_{j,t} - \tilde{p}_{j,t} \right) + \pi_{j,t} \]

(B.36)

From the identity \( p_{j,t} = \theta p_{j,t-1} + (1 - \theta) p_{j,t}^* \), we have \( \pi_{j,t} = (1 - \theta) \left( p_{j,t}^* - p_{j,t-1} \right) \). The above equation becomes

\[ (1 - \theta)^{-1} \pi_{j,t} = (1 - \theta)^{-1} \beta \theta_j \theta_t \left[ \pi_{j,t+1} \right] - (1 - \beta \theta_j) \left( p_{j,t} - \tilde{p}_{j,t} \right) + \pi_{j,t} \]

(B.37)

Rearrange terms to obtain the law of motion for sectoral inflation

\[ \pi_{j,t} = \beta \theta_t \left[ \pi_{j,t+1} \right] - \lambda_j \left( p_{j,t} - \tilde{p}_{j,t} \right) \]

(B.38)

where \( p_{j,t} - \tilde{p}_{j,t} \) is interpreted as the price markup.

### B.3 Equilibrium

The market clearing conditions for the goods and labor markets are

\[ Y_t = C_t \]

(B.39)
where the aggregate output is defined as

\[
Y_t \equiv \left( \sum_{j=1}^{J} \int_{V_j} Y_{j,t}(i)^{1-\frac{n}{\eta-1}} di \right)^{\frac{n}{\eta-1}} (B.40)
\]

The labor market clears when

\[
N_t = \sum_{j=1}^{J} \int_{V_j} N_{j,t}(i) di (B.41)
\]

\[
= \left( \frac{Y_t}{A_t} \right)^{\frac{1}{1-\alpha}} D_t (B.42)
\]

where \( D_t \equiv \left[ \sum_{j=1}^{J} \int_{V_j} \left( \frac{E_{j,t} P_t(i)}{P_t(i)} \right)^{-\frac{n}{\eta-1}} di \right] \) is a version of price dispersion for a multi-sector economy. The price dispersion is elaborated as

\[
D_t = \sum_{j=1}^{J} \left( \frac{E_{j,t} P_t(i)}{P_t(i)} \right)^{-\frac{n}{\eta-1}} \int_{V_j} \left( \frac{P_t(i)}{P_{j,t}} \right)^{-\frac{n}{\eta-1}} di (B.43)
\]

\[
= \sum_{j=1}^{J} \hat{P}_{j,t}^{-\frac{n}{\eta-1}} \int_{V_j} \left( \frac{P_t(i)}{P_{j,t}} \right)^{-\frac{n}{\eta-1}} di (B.44)
\]

\[
= \sum_{j=1}^{J} \hat{P}_{j,t}^{-\frac{n}{\eta-1}} D_{j,t} (B.45)
\]

where \( D_{j,t} \) is the sectoral price dispersion

\[
D_{j,t} = \int_{V_{j,t}} \left( \frac{P_t(i)}{P_{j,t}} \right)^{-\frac{n}{\eta-1}} di (B.46)
\]

\[
= v_j (1 - \theta_j) \left( \frac{P_{j,t}^*}{P_{j,t}} \right)^{-\frac{n}{\eta-1}} + \int_{V_{j,t}\cap S(i)} \left( \frac{P_{j,t-1}(i)}{P_{j,t}} \right)^{-\frac{n}{\eta-1}} di (B.47)
\]

\[
= \pi_j \int_{V_{j,t}\cap S(i)} \left( \frac{P_{j,t}(i)}{P_{j,t-1}} \right)^{-\frac{n}{\eta-1}} di (B.48)
\]

\[
= \pi_j \int_{V_{j,t}\cap S(i)} \left( \frac{P_{j,t-1}(i)}{P_{j,t}} \right)^{-\frac{n}{\eta-1}} di (B.49)
\]

\[
= \pi_j \int_{V_{j,t}\cap S(i)} \left( \frac{P_{j,t-1}(i)}{P_{j,t}} \right)^{-\frac{n}{\eta-1}} di (B.50)
\]

The labor market condition is linearized as

\[
n_t = \frac{y_t - a_t}{1 - \alpha} (B.51)
\]

Note that the price dispersion vanishes at the first order.
B.4 Deriving the Sectoral NKPC

Combining (B.10), (B.21), (B.51) and $c_t = y_t$ yields

$$mc_t = \left(\sigma + \frac{\alpha + \phi}{1 - \alpha}\right) y_t - \frac{\phi + 1}{1 - \alpha} a_t$$  \hspace{1cm} (B.52)

With that, (B.26) delivers

$$p_{j,t} - \tilde{p}_{j,t} = \hat{p}_{j,t} - \Theta \left[\left(\sigma + \frac{\alpha + \varphi}{1 - \alpha}\right) y_t - \frac{\varphi + 1}{1 - \alpha} a_t\right]$$  \hspace{1cm} (B.53)

The last equation eliminates the real wage using the household’s optimality condition for the labor supply. Under flexible prices, $p_{j,t} = \tilde{p}_{j,t}$, $\hat{p}_{j,t} = 0$, and we have

$$0 = -\Theta \left[\left(\sigma + \frac{\alpha + \varphi}{1 - \alpha}\right) y_t^n - \frac{\varphi + 1}{1 - \alpha} a_t\right]$$  \hspace{1cm} (B.54)

Solve Eq. (B.54) for the natural level of output

$$y_t^n = \psi y_a a_t$$  \hspace{1cm} (B.55)

Take the difference between Section B.4 and Eq. (B.54). The price markup is expressed in terms of the output gap defined as $\tilde{y}_t \equiv y_t - y^n_t$:

$$p_{j,t} - \hat{p}_{j,t} = \tilde{p}_{j,t} - \Theta \left(\sigma + \frac{\alpha + \varphi}{1 - \alpha}\right) \tilde{y}_t$$  \hspace{1cm} (B.56)

Substitute the price markup back into the law of motion for sectoral inflation. The sectoral NKPC is derived as:

$$\pi_{j,t} = \beta E_t [\pi_{j,t+1}] + \kappa_j \tilde{y}_t - \lambda_j \hat{p}_{j,t}$$  \hspace{1cm} (B.57)

B.5 Dynamic IS Curve

Using the market clearing condition $y_t = c_t$, one can rewrite the optimality condition for government bonds as

$$y_t = E_t[y_{t+1}] - \frac{1}{\sigma} (i_t - E_t[\pi_{t+1}]) + \frac{1}{\sigma} (1 - \rho_z) z_t$$  \hspace{1cm} (B.58)

Subtracting the flexible counterpart from B.58 gives

$$\tilde{y}_t = E_t[\tilde{y}_{t+1}] - \frac{1}{\sigma} (i_t - E_t[\tilde{\pi}_{t+1}] - r^n_t)$$  \hspace{1cm} (B.59)

where the natural rate of interest is a linear combination of exogenous shocks

$$r^n_t \equiv -\sigma (1 - \rho_a) \psi y_a a_t + (1 - \rho_z) z_t$$  \hspace{1cm} (B.60)
B.6 NKPC in Non-Linear Form

The firm’s profit maximisation problem is expressed as

\[
\max_{P^*} \sum_{\ell=0}^{\infty} \theta^\ell E_t \left[ \left( \frac{\mathcal{E}_{j,t+\ell} P^*_j t}{P_{t+\ell}} \right)^{Y_j,t+\ell} - \Psi_{t+\ell} \left( Y_j,t+\ell | t \right) \right]
\]  

subject to the demand function

\[
Y_j,t+\ell = \left( \frac{\mathcal{E}_{j,t+\ell} P^*_j t}{P_{t+\ell}} \right)^{-\eta} Y_{t+\ell}
\]

where \( \Psi_{t+\ell} \) is the real total cost of production. The first-order condition for price setting is

\[
\sum_{\ell=0}^{\infty} \theta E_t \left[ \left( \frac{\mathcal{E}_{j,t+\ell} P^*_j t}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \right]
\]

which can be simplified to the following condition

\[
\sum_{\ell=0}^{\infty} \theta E_t \left[ \left( \frac{\mathcal{E}_{j,t+\ell} P^*_j t}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \right]
\]

Multiply both sides by \( \hat{P}_{j,t} \)

\[
\sum_{\ell=0}^{\infty} \theta E_t \left[ \left( \frac{\mathcal{E}_{j,t+\ell} P^*_j t}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \right]
\]

where \( \Pi_{j,t} \equiv \frac{\mathcal{E}_{j,t+\ell} P^*_j t}{P_{t+\ell}} \). Rearrange terms,

\[
\sum_{\ell=0}^{\infty} \theta E_t \left[ \left( \frac{\mathcal{E}_{j,t+\ell} P^*_j t}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \right]
\]

\[
= \sum_{\ell=0}^{\infty} \theta E_t \left[ \left( \frac{\mathcal{E}_{j,t+\ell} P^*_j t}{P_{t+\ell}} \right)^{-\eta} \left( \frac{\mathcal{E}_{j,t+\ell} P_{t+\ell}}{P_{t+\ell}} \right)^{-\eta} \right]
\]
Substitute the expression for idiosyncratic marginal cost:

\[
\Pi^*_{j,t} \left( \frac{\eta}{\eta - 1} \right) \sum_{\ell=0}^{\infty} \theta^\ell \mathbb{E}_t \left[ \beta^\ell C_{t+\ell} \left( \frac{\xi_{j,t+\ell}}{\xi_{j,t}} \frac{P_t}{P_{j,t+\ell}} \right)^{-\eta} \frac{P_{j,t}}{P_{j,t+\ell}} \hat{P}_{j,t+\ell} Y_{t+\ell} \right]
\]

which can be rewritten as

\[
\Pi^*_{j,t} \left( \frac{\eta}{\eta - 1} \right) x_{2,t} = \frac{\eta}{\eta - 1} x_{1,t}
\]

where

\[
x_{2,t} = C_t^{-\sigma} Y_t \hat{P}_{j,t} + \beta \theta_j \mathbb{E}_t \left[ \Pi_{j,t+1}^{\eta-1} \left( \frac{\hat{P}_{j,t+1}}{P_{j,t}} \right)^{-\eta} x_{2,t+1} \right]
\]

and

\[
x_{1,t} = C_t^{-\sigma} Y_t \hat{P}_{j,t}^{-\alpha} MC_t + \beta \theta_j \mathbb{E}_t \left[ \Pi_{j,t+1}^{\eta-\alpha} \left( \frac{\hat{P}_{j,t+1}}{P_{j,t}} \right)^{-\eta} x_{1,t+1} \right]
\]

The relative price follows

\[
\hat{P}_{j,t} = \hat{P}_{j,t-1} \frac{\Pi_{j,t}}{\Pi_t}
\]

In the case of flexible prices, the desired price is given by

\[
\tilde{P}_{j,t} = P_t \left( \frac{\eta}{\eta - 1} MC_t \right)^\Theta
\]

### B.7 Firm’s Lifetime Profit in Non-Linear Form

Iterate the value function:

\[
\mathcal{V}_{j,t|t} = \mathbb{E}_t \left[ \sum_{\ell=0}^{\infty} \theta^\ell Q_{j,t+\ell} \mathbb{E}_{j,t+\ell} \right]
\]

\[
= \mathbb{E}_t \left[ \sum_{\ell=0}^{\infty} \theta^\ell Q_{j,t+\ell} \frac{\xi_{j,t+\ell} P_{j,t}}{P_{t+\ell}} Y_{j,t+\ell|t} \right] - \mathbb{E}_t \left[ \sum_{\ell=0}^{\infty} \theta^\ell Q_{j,t+\ell} MC_{j,t+\ell|t} Y_{j,t+\ell|t} \right]
\]

The value function of the firm is therefore

\[
\mathcal{V}_{j,t} = \mathcal{R}_{j,t} - \mathcal{C}_{j,t}
\]
The revenue is given by

\[ R_{j,t} = \sum_{\ell=0}^{\infty} \theta_j^\ell Q_{t+\ell} \frac{E_{j,t+\ell} P^*_j P^*_{j,t}}{P_{t+\ell}} Y_{j,t+\ell} \]  

(B.77)

which is equivalent to

\[ R_{j,t} = \sum_{\ell=0}^{\infty} (\beta \theta_j)^\ell \left( \frac{C_{t+\ell}}{C_t} \right)^{-\sigma} \frac{E_{j,t+\ell} P^*_j}{P_{t+\ell}} \left( \frac{E_{j,t+\ell} P^*_{j,t}}{P_{t+\ell}} \right)^{-\eta} Y_{t+\ell} \]  

(B.78)

\[ = \sum_{\ell=0}^{\infty} (\beta \theta_j)^\ell \left( \frac{C_{t+\ell}}{C_t} \right)^{-\sigma} \left( \frac{E_{j,t+\ell} P^*_{j,t}}{P_{t+\ell}} \right) \left( \frac{E_{j,t+\ell} P^*_{j,t}}{P_{t+\ell}} \right)^{1-\eta} Y_{t+\ell} \]  

(B.79)

\[ = \sum_{\ell=0}^{\infty} (\beta \theta_j)^\ell \left( \frac{C_{t+\ell}}{C_t} \right)^{-\sigma} \left( \frac{E_{j,t+\ell} P^*_{j,t}}{P_{t+\ell}} \right) \left( \frac{E_{j,t+\ell} P^*_{j,t}}{P_{t+\ell}} \right)^{1-\eta} Y_{t+\ell} \]  

(B.80)

\[ = \sum_{\ell=0}^{\infty} (\beta \theta_j)^\ell \left( \frac{C_{t+\ell}}{C_t} \right)^{-\sigma} \left( \frac{E_{j,t+\ell} P^*_{j,t}}{P_{t+\ell}} \right) \left( \frac{E_{j,t+\ell} P^*_{j,t}}{P_{t+\ell}} \right)^{1-\eta} Y_{t+\ell} \]  

(B.81)

\[ = \frac{1}{C_i^\sigma} \Pi_{j,t}^{\eta-1} \sum_{\ell=0}^{\infty} (\beta \theta_j)^\ell C_{t+\ell}^{-\sigma} \left( \frac{E_{j,t+\ell} P^*_{j,t}}{P_{t+\ell}} \right)^{1-\eta} Y_{t+\ell} \]  

(B.82)

Let \( \tilde{R}_{j,t} \equiv R_{j,t} \Pi_{j,t}^{\eta-1} C_i^{-\sigma} \), then

\[ \tilde{R}_{j,t} = \sum_{\ell=0}^{\infty} (\beta \theta_j)^\ell E_t \left[ C_{t+\ell}^{-\sigma} \left( \hat{P}_{j,t+\ell} \frac{P_{j,t}}{P_{j,t+\ell}} \right)^{1-\eta} Y_{t+\ell} \right] \]  

(B.83)

\[ = C_i^{-\sigma} \hat{P}_{j,t}^{1-\eta} Y_t + \sum_{\ell=1}^{\infty} (\beta \theta_j)^\ell E_t \left[ C_{t+\ell}^{-\sigma} \left( \hat{P}_{j,t+\ell} \frac{P_{j,t}}{P_{j,t+\ell}} \right)^{1-\eta} Y_{t+\ell} \right] \]  

(B.84)

\[ = C_i^{-\sigma} \hat{P}_{j,t}^{1-\eta} Y_t + E_t \left[ \left( \frac{P_{j,t}}{P_{j,t+1}} \right)^{1-\eta} \sum_{\ell=1}^{\infty} (\beta \theta_j)^\ell C_{t+\ell}^{-\sigma} \left( \hat{P}_{j,t+\ell} \frac{P_{j,t}}{P_{j,t+\ell}} \right)^{1-\eta} Y_{t+\ell} \right] \]  

(B.85)

\[ = C_i^{-\sigma} \hat{P}_{j,t}^{1-\eta} Y_t + \beta \theta_j E_t \left[ \left( \frac{P_{j,t}}{P_{j,t+1}} \right)^{1-\eta} \tilde{R}_{j,t+1} \right] \]  

(B.86)

\[ = C_i^{-\sigma} \hat{P}_{j,t}^{1-\eta} Y_t + \beta \theta_j E_t \left[ \Pi_{j,t+1}^{\eta-1} \tilde{R}_{j,t+1} \right] \]  

(B.87)
The discounted cost is
\[
C_{j,t} = \sum_{\ell=0}^{\infty} \theta_j^{\ell} Q_{t,\ell+\ell} Y_{t,\ell+\ell} MC_{j,t+\ell} \tag{B.88}
\]
\[
= \sum_{\ell=0}^{\infty} \theta_j^{\ell} \left( \frac{C_{t+\ell}}{C_t} \right)^{-\sigma} \left( \Pi_{j,t}^* \hat{P}_{j,t+\ell} \frac{P_{j,t}}{P_{j,t+\ell}} \right)^{-\eta} Y_{t+\ell} \left( \Pi_{j,t}^* \hat{P}_{j,t+\ell} \frac{P_{j,t}}{P_{j,t+\ell}} \right)^{-\alpha} MC_{j,t+\ell} \tag{B.89}
\]
\[
= \sum_{\ell=0}^{\infty} \theta_j^{\ell} \left( \frac{C_{t+\ell}}{C_t} \right)^{-\sigma} \left( \Pi_{j,t}^* \hat{P}_{j,t+\ell} \frac{P_{j,t}}{P_{j,t+\ell}} \right)^{-\eta} Y_{t+\ell} MC_{j,t+\ell} \tag{B.90}
\]
\[
= \frac{1}{C_t - \sigma} \Pi_{j,t}^* \frac{1}{1-\alpha} \sum_{\ell=0}^{\infty} (\beta \theta_j)^{\ell} C_{t+\ell}^{1-\sigma} \left( \hat{P}_{j,t+\ell} \frac{P_{j,t}}{P_{j,t+\ell}} \right)^{-\eta} Y_{t+\ell} MC_{t+\ell} \tag{B.91}
\]
Let \( \hat{C}_{j,t} \equiv C_{j,t} C_t^{-\sigma} \Pi_{j,t}^* \frac{1}{1-\alpha} \), then
\[
\hat{C}_{j,t} = \sum_{\ell=0}^{\infty} (\beta \theta_j)^{\ell} C_{t+\ell}^{1-\sigma} \left( \hat{P}_{j,t+\ell} \frac{P_{j,t}}{P_{j,t+\ell}} \right)^{-\eta} Y_{t+\ell} MC_{t+\ell} \tag{B.92}
\]
\[
= C_t^{-\sigma} \hat{P}_{j,t}^{-\eta} Y_t MC_t + \beta \theta_j E_t \left( \frac{P_{j,t}}{P_{j,t+1}} \right)^{-\eta} \hat{C}_{j,t+1} \tag{B.93}
\]
\[
= C_t^{-\sigma} \hat{P}_{j,t}^{-\eta} Y_t MC_t + \beta \theta_j E_t \left[ \Pi_{j,t+1} \hat{C}_{j,t+1} \right] \tag{B.94}
\]
The steady states are
\[
\nu_j = \nu = \frac{Y (1 - MC)}{1 - \beta \theta} \tag{B.95}
\]
Appendix C  Solutions to a Two-Sector Economy

C.1 AIAO

Since the exchange rate shock is the only exogenous variable in the equation system, all endogenous variables can be expressed in terms of it:

\[ \tilde{y}_t = \psi_{ye} \Delta e_t; \quad \pi_t = \psi_{\pi e} \Delta e_t; \quad \hat{i}_t = \psi_{ie} \Delta e_t. \] (C.1)

where \( \psi_{ye}, \psi_{\pi e}, \) and \( \psi_{ie} \) are unknown coefficients to be determined. Because \( E_t \Delta e_{t+1} = 0, \) the forecasts of the endogenous variables one period ahead are:

\[ E_t[\tilde{y}_{t+1}] = 0; \quad E_t[\pi_{t+1}] = 0. \] (C.2)

Substitute \( E_t[\tilde{y}_{t+1}] \) and \( E_t[\pi_{t+1}] \) into the three-equation system, and use the Taylor rule to substitute out the nominal interest rate in the dynamic IS curve. The equation system reduces to:

\[ \tilde{y}_t = -\sigma^{-1} (\phi_{\pi} \pi_t + \phi_y \tilde{y}_t) \] (C.3)
\[ \pi_t = \kappa \tilde{y}_t + \upsilon \Delta e_t \] (C.4)

from which \( \pi_t \) and \( \tilde{y}_t \) can be solved in terms of \( \Delta e_t \):

\[ \tilde{y}_t = -\frac{\upsilon \phi_{\pi}}{\sigma + \phi_y + \kappa \phi_{\pi}} \Delta e_t \] (C.5)
\[ \pi_t = \frac{\upsilon (\sigma + \phi_y)}{\sigma + \phi_y + \kappa \phi_{\pi}} \Delta e_t \] (C.6)

From the Taylor rule, the nominal interest rate is

\[ \hat{i}_t = \frac{\upsilon \sigma \phi_{\pi}}{\sigma + \phi_y + \kappa \phi_{\pi}} \Delta e_t. \] (C.7)

Define \( \Omega \equiv \sigma + \phi_y + \kappa \phi_{\pi} \). The coefficients are

\[ \psi_{ye} = -\upsilon \phi_{\pi} \Omega, \] (C.8)
\[ \psi_{\pi e} = \upsilon (\sigma + \phi_y) \Omega, \] (C.9)
\[ \psi_{ie} = \upsilon \sigma \phi_{\pi} \Omega. \] (C.10)

The sectoral dynamics involve the bilateral relative price as a state variable.

\[ \pi_{1,t} = \psi_{\pi_{1s}} s_{t-1} + \psi_{\pi_{1e}} \Delta e_t; \quad \pi_{2,t} = \psi_{\pi_{2s}} s_{t-1} + \psi_{\pi_{2e}} \Delta e_t. \] (C.11)

The forecasts for the sectoral inflation are

\[ E_t \pi_{1,t+1} = \psi_{\pi_{1s}} s_t; \quad E_t \pi_{2,t+1} = \psi_{\pi_{2s}} s_t \] (C.12)
From the dollar sector’s NKPC:

\[
\pi_{1,t} = \beta \psi^{aiao}_{\pi_1} s_t + \kappa \psi^{aiao}_{\pi_1} \Delta e_t + \lambda v s_t \\
= (\beta \psi^{aiao}_{\pi_1} + \lambda v) s_t + \kappa \psi^{aiao}_{\pi_1} \Delta e_t \\
= (\beta \psi^{aiao}_{\pi_1} + \lambda v) \theta s_{t-1} + \left[ (\beta \psi^{aiao}_{\pi_1} + \lambda v) \theta + \kappa \psi^{aiao}_{\pi_1} \right] \Delta e_t
\]

(C.13)

The last equation comes from the autoregressive representation of the bilateral relative price. From comparison with the unknown coefficients:

\[
\psi^{aiao}_{\pi_1} = (\beta \psi^{aiao}_{\pi_1} + \lambda v) \theta \\
\psi^{aiao}_{\pi_1} = (\beta \psi^{aiao}_{\pi_1} + \lambda v) \theta + \kappa \psi^{aiao}_{\pi_1}
\]

(C.16)

(C.17)

The coefficients \( \psi^{aiao}_{\pi_1} \) and \( \psi^{aiao}_{\pi_1} \) can be solved as:

\[
\psi^{aiao}_{\pi_1} = v (1 - \theta) \\
\psi^{aiao}_{\pi_1} = v (1 - \theta) - v \kappa \phi_\pi \Omega
\]

(C.18)

(C.19)

By combining the terms with common coefficients, the dollar-sector inflation can be rewritten as a function of the contemporary bilateral price and the exchange rate shock:

\[
\pi_{1,t} = \frac{v (1 - \theta)}{\theta} s_t - v \kappa \phi_\pi \Omega \Delta e_t \\
= v (1 - \theta) s_{t-1} + v (1 - \theta - \kappa \phi_\pi \Omega) \Delta e_t
\]

(C.20)

(C.21)

The dollar-sector inflation is above its steady state if

\[
1 - \theta > \kappa \phi_\pi \Omega \\
\sigma + \phi_y + \kappa \phi_\pi > \frac{\kappa}{1 - \theta} \phi_\pi \\
\sigma + \phi_y > \phi_\pi (1 - \theta) \Theta \left( \sigma + \frac{\alpha + \varphi}{1 - \alpha} \right) \\
(1 - \beta \theta) \Theta \left( \sigma + \frac{\alpha + \varphi}{1 - \alpha} \right) < \frac{\sigma + \phi_y}{\phi_\pi}
\]

(C.22)

(C.23)

(C.24)

(C.25)

From Proposition 2, inflation in the non-dollar sector is

\[
\pi_{2,t} = \pi_{1,t} - \frac{1 - \theta}{\theta} s_t \\
= -\frac{(1 - v) (1 - \theta)}{\theta} s_t - v \kappa \phi_\pi \Omega \Delta e_t
\]

(C.26)

(C.27)
The sectoral output gaps are derived from the demand functions:

\[
\tilde{y}_{1,t} = \tilde{y}_t + \upsilon_s t
\]

\[
= \upsilon_s t + \upsilon \phi_x \Omega \Delta \epsilon_t
\]

\[
= \upsilon \theta_s t - \upsilon \phi_x \Omega \Delta \epsilon_t
\]

\[
\tilde{y}_{2,t} = \tilde{y}_t - (1 - \upsilon) \eta s_t
\]

\[
= - (1 - \upsilon) \eta s_t - \upsilon \phi_x \Omega \Delta \epsilon_t
\]

The contemporaneous response of the dollar-sector output gap depends on the parameters. The sector produces above the natural level if

\[
\eta \theta > \phi_x \Omega
\]

\[
\sigma + \phi_y + \kappa \phi_x > \frac{\phi_x}{\eta \theta}
\]

\[
\frac{1}{\eta \theta - \kappa} < \frac{\sigma + \phi_y}{\phi_x}
\]

\[
\frac{1}{\eta \theta - \kappa} < \frac{\sigma + \phi_y}{\phi_x}
\]

C.2 DIAO

The expected aggregate inflation in the dynamic IS curve is rewritten as:

\[
E_t[\pi_{t+1}] = E_t[(1 - \upsilon) \pi_{1,t+1} + \upsilon \pi_{2,t+1}]
\]

\[
= E_t[\pi_{1,t+1} + \upsilon (s_{t+1} - s_t)]
\]

\[
= E_t[\pi_{1,t+1}] - \upsilon (1 - \theta) s_t
\]

where the last equation follows from Eq. (45). The bilateral relative price \(s_t\) can be viewed as an exogenous autoregressive variable in a three-equation system; so all endogenous variables can be written as functions of \(s_t\). Let \(\tilde{y}_t = \psi^{diao}_{gs} s_t\), and \(\pi_{1,t} = \psi^{diao}_{\pi 1_s} s_t\). Again, it follows from Eq. (45) that \(E_t[\tilde{y}_{t+1}] = \psi^{diao}_{gs} \theta s_t\), and \(E_t[\pi_{1,t+1}] = \psi^{diao}_{\pi 1_s} \theta s_t\). Substitute these, together with the Taylor rule, into the dynamic IS curve and the dollar-sector NKPC yields the following equation system for \(\psi^{diao}_{gs}\) and \(\psi^{diao}_{\pi 1_s}\):

\[
(1 - \beta \theta) \psi^{diao}_{\pi 1_s} = \kappa \psi^{diao}_{gs} + \lambda \upsilon
\]

\[
(\phi_x - \theta) \psi^{diao}_{\pi 1_s} = -[\sigma (1 - \theta) + \phi_y] \psi^{diao}_{gs} - \upsilon (1 - \theta)
\]

Define \(\Lambda = \frac{1}{(1 - \beta \theta)[\sigma(1 - \theta) + \phi_y] + \kappa (\phi_x - \theta)}\). The solutions to the equation system are:

\[
\psi^{diao}_{gs} = -\lambda \upsilon \phi_x \Lambda
\]

\[
\psi^{diao}_{\pi 1_s} = \frac{\upsilon (1 - \theta)}{\theta} (1 - \kappa \phi_x \Lambda)
\]

The response of dollar-sector inflation depends on the parameters. It is negative if \(\psi^{diao}_{\pi 1_s} < 0\), and positive otherwise. Taking into account the expression of \(\Lambda\), this con-
The dynamics of the nominal interest rate are obtained by substituting the solutions to the output gap and dollar-sector inflation into the Taylor rule:

\[
\hat{i}_t = \phi_\pi \psi^{dia}_{\pi s} s_t + \phi_y \psi^{dia}_{ys} s_t
\]

\[
= -\nu \left( \kappa - \lambda \sigma \right) \left( 1 - \theta \right) \phi_\pi \Lambda s_t
\]

Its response is negative if:

\[
\kappa \sigma^{-1} > \lambda \quad (C.50)
\]

\[
\lambda \Theta \left( 1 + \frac{\sigma^{-1}(\alpha + \varphi)}{1 - \alpha} \right) > \lambda
\]

\[
\sigma^{-1} > \frac{1 - \Theta \frac{1 - \alpha}{\alpha + \varphi}}{1 - \alpha}
\]

Inflation in the non-dollar sector is obtained using Proposition 2:

\[
\pi_{2,t} = \pi_{1,t} - \frac{1 - \theta}{\theta} s_t
\]

\[
= -\frac{1 - \theta}{\theta} \left( 1 - \nu + \nu \kappa \phi_\pi \Lambda \right) s_t
\]

The aggregate inflation is the weighted sum of the sectoral inflation:

\[
\pi_t = (1 - \nu) \pi_{1,t} + \nu \pi_{2,t}
\]

\[
= -\frac{1 - \theta}{\theta} \nu \kappa \phi_\pi \Lambda s_t + \nu \Delta e_t
\]

\[
= -\left( 1 - \theta \right) \nu \kappa \phi_\pi \Lambda s_{t-1} + \nu \left[ 1 - (1 - \theta) \kappa \phi_\pi \Lambda \right] \Delta e_t
\]

The coefficient of the exchange rate shock is

\[
\nu \left\{ \kappa \theta \left( \phi_\pi - 1 \right) + (1 - \beta \theta) \left[ \sigma \left( 1 - \theta \right) + \phi_y \right] \right\} \Lambda > 0
\]
The real interest rate is:

\[ \hat{r}_t = \hat{r}_t - E_t[\pi_{t+1}] \]  
\[ = -v(\kappa - \lambda \sigma)(1 - \theta)\phi_x \Lambda s_t + \frac{1 - \theta}{\theta} vK \phi_\pi \Lambda s_t \]  
\[ = v \lambda \sigma (1 - \theta) \phi_x \Lambda s_t \]

The sectoral output gap dynamics can be derived from the demand functions:

\[ \tilde{y}_{1,t} = \tilde{y}_{1,t} + v \eta s_t = -v (\lambda \phi_\pi \Lambda - \eta) s_t \]  
\[ \tilde{y}_{2,t} = \tilde{y}_{2,t} - (1 - v) \eta s_t = -[\lambda v \phi_\pi \Lambda + \eta (1 - v)] s_t \]

For the dollar sector to produce above the natural level, \( \eta > \lambda \phi_\pi \Lambda \). Otherwise, it produces below the natural level.

### C.3 DIDO

Follow the same method as in the case of DIAO. Solutions to the three-equation system are:

\[ \tilde{y}_t = -\lambda v \left( \phi_\pi + \frac{\theta \eta}{1 - \theta} \phi_y \right) \Lambda s_t \]  
\[ \pi_{1,t} = v \frac{(1 - \theta)}{\theta} \left[ 1 - \kappa \left( \phi_\pi + \frac{\theta \eta}{1 - \theta} \phi_y \right) \Lambda \right] s_t \]  
\[ \hat{r}_t = -v (\kappa - \lambda \sigma)(1 - \theta) \left( \phi_\pi + \frac{\theta \eta}{1 - \theta} \phi_y \right) \Lambda s_t \]

From the IS curve, the real interest rate is positive:

\[ \hat{r}_t = v \lambda \sigma (1 - \theta) \left( \phi_\pi + \frac{\theta \eta}{1 - \theta} \phi_y \right) \Lambda s_t \]

Inflation in the non-dollar sector is negative:

\[ \pi_{2,t} = -\frac{1 - \theta}{\theta} \left[ 1 - v + v \kappa \left( \phi_\pi + \frac{\theta \eta}{1 - \theta} \phi_y \right) \Lambda \right] s_t < 0 \]

Sectoral output gaps are given by:

\[ \tilde{y}_{1,t} = -v \left[ \lambda \left( \phi_\pi + \frac{\theta \eta}{1 - \theta} \phi_y \right) \Lambda - \eta \right] s_t \]  
\[ \tilde{y}_{2,t} = -\left[ \lambda v \left( \phi_\pi + \frac{\theta \eta}{1 - \theta} \phi_y \right) \Lambda + \eta (1 - v) \right] s_t \]

Aggregate inflation is:

\[ \pi_t = -\frac{1 - \theta}{\theta} v \kappa \left( \phi_\pi + \frac{\theta \eta}{1 - \theta} \phi_y \right) \Lambda s_t + v \Delta \varepsilon_t \]
The coefficient of the exchange rate shock is

\[ \nu \{ \kappa \theta (\phi_n - 1 - \eta \phi_y) + (1 - \beta \theta) [\sigma (1 - \theta) + \phi_y] \} \Lambda \]  
(C.73)

whose sign depends on the parameters. In the case of a large elasticity of substitution, the aggregate inflation response is negative.
Appendix D  Currency Choice: Pricing Probabilities

In this section, we provide an analytical approximation to the probability of currency choice. For the value function of the firm, we use

$$V_{j,s,t} = \Xi_t (P_{j,s}^*) + E_t Q_{t,t+1} \left( \theta_j V_{j,s,t+1} + (1 - \theta_j) \max_{j'} V_{j',t+1,t+1} \right) \quad (D.1)$$

rather than equation (84), i.e. we exclude the continuation value of the firm, in case it can change its prices. I.e. for this appendix, we assume that firms are “reborn” with a different owner. Thus, the continuation value for the old firm owner, in the case of a price-setting opportunity, is zero. The calculations mostly carry over to the version in equation (84).

Second order approximation to the currency choice around the logged desired price is

$$\Pr_{j,t} - \tilde{\Pr}_j = \frac{\gamma_j \Xi_{pp,t}}{2} \sum_{j'} \gamma_{j'} V_{j'} E_t \left[ \left[ \sum_{\ell=0}^{\infty} Q_{t,t+\ell} \left( \theta_j \left( P_{j,t}^* - \tilde{p}_{t+\ell} \right) \right)^2 - \sum_{j'=1}^{K} \tilde{\Pr}_{j'} \theta_{j'} \left( P_{j',t}^* - \tilde{p}_{t+\ell} \right)^2 \right] \right] \quad (D.2)$$

$$= \frac{\gamma_j \Xi_{pp,t}}{2} \sum_{j'} \beta_{j'} \left[ \theta_j \left( p_{j,t}^* + e_{j,t+\ell} - \tilde{p}_{t+\ell} \right)^2 - \sum_{j'=1}^{K} \tilde{\Pr}_{j'} \theta_{j'} \left( p_{j',t}^* + e_{j',t+\ell} - \tilde{p}_{t+\ell} \right)^2 \right] \quad (D.3)$$

A proposition from the baseline case of homogeneous price rigidity can be summarized as follows, echoing a result in Gopinath et al. (2010):

**Proposition 5.** Assume homogeneous price rigidity in a two-sector economy. Let $\gamma_1 = 1$, $\gamma_2 = \gamma$. The second-order approximation to the probability of pricing in dollars is

$$\Pr_{1,t} \approx \frac{1}{1 + \gamma} + \frac{\gamma K(x_t)}{(1 + \gamma)^2 \hat{V}_t} \quad (D.4)$$

where $K(x_t) \equiv -\tilde{\Xi}_{pp}(\tilde{p}_t \mid x_t)$ and $\hat{V}_t$ is the value function of a firm always using the optimal flexible dollar price, both evaluated at the date-$t$ optimal log flex price $\tilde{p}_t$.

**Proof.** The proof and its logic are patterned after Gopinath et al. (2010). For a two-sector economy, let $\gamma_1 = 1$, and $\gamma_2 = \gamma$. The probability of pricing in dollars is $\Pr_1 = \frac{V_{1,t,t}}{V_{1,t,t} + V_{2,t,t}}$. A first-order approximation around the flexible-price optimum $V_{1,t,t} = V_{2,t,t} = \hat{V}_t$ delivers

$$\Pr_t \approx \tilde{\Pr}_t + \frac{\partial \tilde{\Pr}_t}{\partial V_{1,t,t} \mid V_{1,t,t} = \hat{V}_t} \left( V_{1,t,t} - \hat{V}_t \right) + \frac{\partial \tilde{\Pr}_t}{\partial V_{2,t,t} \mid V_{1,t,t} = \hat{V}_t} \left( V_{2,t,t} - \hat{V}_t \right) \quad (D.5)$$

$$= \frac{1}{1 + \gamma} + \frac{\gamma}{(1 + \gamma)^2 \hat{V}_t} (V_{1,t,t} - V_{2,t,t}) \quad (D.6)$$
“Telescope out,” i.e., iterate on (84) to obtain\(^6\)

\[
V_{2,t,t} = \max_{p_{t,2}^*} E_{t} \left[ \sum_{l=0}^{\infty} \delta^l Q_{t,t+l} \Xi \left( p_{t,2}^* + e_{2,t+l} \mid x_{t+l} \right) \right]
\]  

Consider the second-order approximation of the profit function around the log of the flex-price optimum, i.e.

\[
\Xi(p \mid x_{t+l}) \approx \tilde{\Xi}_{t+l} + \frac{1}{2} \Xi''(p \mid x_{t+l}) \left( p - \tilde{p}_{t+l} \right)^2
\]  

where \( \tilde{\Xi}_{t+l} = \Xi(\tilde{p}_{t+l} \mid x_{t+l}) \) is the profit at the optimal flexible price in \( t+l \) and where \( \Xi''(p \mid x_{t+l}) \) is the second derivative of \( \Xi(\cdot \mid x_{t+l}) \) at \( \tilde{p}_{t+l} \). Note that the first derivative is zero by virtue of the optimality of \( \tilde{p}_{t+l} \). Replace the profit function in (D.7) with the second-order approximation in (D.8). Additionally assume that \( \Xi''(p \mid x_{t+l}) = \Xi''(\epsilon_{t+l}) \), where \( \epsilon_{t+l} \) is (approximately) independent of other sources of randomness. Likewise, assume that \( Q_{t,t+l} = \beta^l \) up to a term (approximately) independent of other sources of randomness. We obtain

\[
V_{2,t,t} = \max_{p_{t,2}^*} E_{t} \left[ \sum_{l=0}^{\infty} \left( \beta \theta \right)^l \left( \tilde{\Xi}_{t+l} + \frac{1}{2} \Xi''(p_{t,2}^* + e_{2,t+l} - \tilde{p}_{t+l}) \right) \right]
\]  

The first-order condition

\[
0 = E_{t} \left[ \sum_{l=0}^{\infty} \left( \beta \theta \right)^l \Xi'(p_{t,2}^* + e_{2,t+l} - \tilde{p}_{t+l}) \right]
\]  

can be simplified to

\[
p_{t,2}^* = E_t[\tilde{p}_{t+l} - e_{2,t+l}]
\]  

when we assume that the right-hand side is (approximately) independent of \( l \): we shall do so. With that (D.9) becomes

\[
V_{2,t,t} = E_{t} \left[ \sum_{l=0}^{\infty} \left( \beta \theta \right)^l \tilde{\Xi}_{t+l} \right] + \Xi''(p_{t,2}^* + e_{2,t+l} - \tilde{p}_{t+l})
\]

(D.10)

\[
0 = E_{t} \left[ \sum_{l=0}^{\infty} \left( \beta \theta \right)^l \Xi'(p_{t,2}^* + e_{2,t+l} - \tilde{p}_{t+l}) \right]
\]

(D.11)

For the dollar, the same calculation delivers a simpler expression, since there are no exchange rate terms,

\[
V_{1,t,t} = E_{t} \left[ \sum_{l=0}^{\infty} \left( \beta \theta \right)^l \tilde{\Xi}_{t+l} \right] + \Xi''(p_{t,2}^* + e_{2,t+l} - \tilde{p}_{t+l})
\]

(D.12)

\[
0 = E_{t} \left[ \sum_{l=0}^{\infty} \left( \beta \theta \right)^l \Xi'(p_{t,2}^* + e_{2,t+l} - \tilde{p}_{t+l}) \right]
\]

(D.13)

\(^6\)There is only one exchange rate, which is the exchange rate of the second currency with respect to the dollar. For notational consistency, we keep the subindex 2 on that exchange rate.
Plug (D.12) and (D.13) into (D.6) and rewrite to obtain equation (D.4).