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Abstract

Marginal outcome tests compare the expected effects of a decision on individuals who are of different races but at the same indifference point of the decision-maker. I present a simple formalization of how such tests can detect racial bias, defined as a deviation from accurate statistical discrimination. Namely, the tests can reject that the decision-maker ranks individuals according to some accurate prediction of a mandated outcome, given some unspecified race-inclusive information set. The frontier of marginal effects can furthermore rule out canonical taste-based discrimination. I relate this analysis to other interpretations of marginal outcome tests, other notions of racial discrimination, and recent identification strategies.
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1 Introduction

Marginal outcome tests compare the average effects of a binary decision $D_i$ on an outcome $Y_i$ between individuals $i$ who are of different races (or another protected characteristic) but at the same indifference point of the decision-maker. The decision-maker has a narrow stated or legal mandate pertaining to the outcome. Such tests are increasingly conducted in the criminal justice setting (e.g. Arnold et al., 2018, 2020a; Marx, 2018; Feigenberg and Miller, 2020; Grau and Vergara, 2020), where the decision-maker (e.g. a judge or police officer) takes an action $D_i$ (e.g. the granting of pretrial release or the searching of a vehicle) that affects a given measure of criminal activity $Y_i$ (e.g. pretrial misconduct or the finding of contraband). Motivated by the classic theory of Becker (1957), the finding of racially disparate marginal outcomes in such settings is often taken as an indication of biased decision-making.

Despite their recent proliferation, however, it is not always clear what marginal outcome tests reveal about racial bias, and under what conditions. In contrast to an earlier literature which specifies and estimates complete decision-making models (e.g. Knowles et al., 2001; Antonovics and Knight, 2009; Persico and Todd, 2006; Anwar et al., 2012), recent empirical applications leverage quasi-experimental variation to identify and compare marginal outcomes while assuming minimal structure. An advantage of this quasi-experimental approach is a robustness to alternative models, requiring only the identification of race-specific marginal treatment effects (MTEs). But how such MTE comparisons can be interpreted in terms of racial bias, and under what assumptions, can be unclear (Canay et al., 2020).

This paper presents a simple theoretical framework for interpreting marginal outcome tests in terms of racially biased decision-making, without specifying a decision-making model. The only maintained assumption is one sufficient to define the marginal outcome test: that the decision-maker acts according to some subjective ranking of individuals by their perceived appropriateness for the treatment. The existence of such a decision rule defines a set of race-specific marginal treatment effect frontiers, which capture the relationship between the decision-maker’s subjective ranking and the objective effects on the outcome. I do not assume this ranking arises from a particular optimization problem (as in Knowles et al. (2001)) nor that it satisfies certain separability conditions (as in Canay et al. (2020)).

I first show that the marginal outcome test can generally detect a notion of racial bias that is defined as a deviation from canonical statistical discrimination (Phelps, 1972; Arrow, 1973; Aigner and Cain, 1977). Formally, I show the test can reject that the decision-maker’s ranking of individuals reflects some accurate prediction of outcomes, given by some subjective information set that includes the individual’s race. Forms of racial bias that drive test rejections include canonical taste-based discrimination, as in Becker (1957), as well as biased beliefs or stereotypes, as in Bordalo et al. (2016) and Bohren et al. (2020). I show that while
marginal outcome tests generally cannot differentiate between these alternative hypotheses, the slopes of the MTE frontiers can reject canonical taste-based discrimination.\footnote{As discussed below, this relates to results in Marx (2018), Canay et al. (2020), and Gelbach (2021).} I discuss how rejecting accurate statistical discrimination and canonical taste-based discrimination can be relevant to policy, even though the decision-making model is unspecified.

I then relate this definition of racial bias, and interpretation of marginal outcome tests, to existing definitions and analyses. In contrast to the recent analysis of Canay et al. (2020), I find that marginal outcome tests can be informative about racial bias without an extended Roy model restriction (Heckman and Vytlacil, 2007; D’Haultfœuille and Maurel, 2013). This different conclusion stems from my definition of racial bias as a deviation from accurate statistical discrimination.\footnote{This definition appears to align with the motivation for some recent empirical applications of the marginal outcome test (e.g Arnold et al., 2018; see also Arnold et al., 2020b), though as Canay et al. (2020) note these motivations are not always precisely formalized. I emphasize that the purpose of this paper is not to promote any particular interpretation of the marginal outcome test as the intended one in a given application. Rather, my goal is to provide a novel formalization that is in line with the canonical theory of Becker (1957), Phelps (1972), Arrow (1973), and Aigner and Cain (1977); has potential policy consequences; and requires minimal assumptions on the decision-making model and information set.} In contrast, Canay et al. (2020) define racial bias with respect to a particular decision-maker information set, which can be restrictive or difficult to specify in practice. I further discuss how this paper’s definition of bias differs from broader notions of discrimination, as estimated recently by Arnold et al. (2020a) and Feigenberg and Miller (2020), and how it aligns with the notion of algorithmic “calibration” in the computer science literature (e.g. Barocas and Selbst, 2016; Kleinberg et al., 2017a; Chouldechova, 2017).

I conclude with a discussion of how marginal outcome tests might be conducted. Identification of marginal effects can follow from an experimental intervention, in which decision-makers are induced to increase or decrease their treatment rates among a random set of white and Black individuals. Some quasi-experimental applications are based on this idealized within-agent comparison (e.g. Feigenberg and Miller (2020); see also Grau and Vergara (2020) for an observational approach in the same spirit). In other settings, identification may come from observing multiple as-good-as-randomly assigned decision-makers (e.g. Arnold et al., 2018, 2020a; Marx, 2018). Across-agent variation can be used to estimate within-agent margins under restrictions on the heterogeneity in MTE frontiers: either conventional monotonicity assumptions that impose MTE uniformity, or alternative restrictions that tractably parameterize MTE heterogeneity (Arnold et al., 2020a).

The remainder of this paper is organized as follows. Section 2 presents the setting and defines the marginal outcome test. Section 3 formalizes how this test can detect racial bias, and how canonical taste-based discrimination can be further detected. Section 4 links this analysis to others in the literature. Section 5 discusses identification. Section 6 concludes.
2 Setting

I consider a population of individuals $i$ differentiated by an observable characteristic $R_i \in \{w, b\}$. For concreteness I refer to $R_i$ as individual $i$’s race (either “white” or “Black”) though it could of course index another characteristic such as age or sex. A decision-maker (for concreteness, a “judge”) observes individual race and some other information $S_i$. Her binary decision, or “treatment,” is then given by $D_i \in \{0, 1\}$. The judge has some mandate to base treatment decisions around their likely effect on an individual outcome $Y_i$. Letting $Y_{i1}$ and $Y_{i0}$ denote individual $i$’s potential outcome with and without treatment, these treatment effects are written $Y_i^* = Y_{i1} - Y_{i0}$. Throughout I assume that $Y_i$ is an adverse outcome which the judge seeks to minimize. Otherwise $Y_i$ can be interpreted as the negation of her mandate.

A concrete example of the setting is given by Arnold et al. (2018), who study pretrial release decisions. Here $D_i = 1$ indicates that the pretrial judge releases a defendant before trial, with $D_i = 0$ when a defendant is detained. The legal mandate of such judges is typically narrow: to control the rate of pretrial misconduct (often defined as either a failure to subsequently appear in court or the participation in further crimes), an adverse outcome measured by a binary $Y_i$. In this setting $Y_i^*$ is a binary latent variable. Since a detained defendant cannot conduct pretrial misconduct, $Y_{i0} = 0$ for all $i$. Thus the effect of release is simply a defendant’s potential for misconduct if released: $Y_i^* = Y_{i1} \in \{0, 1\}$. Another setting with binary $Y_i^*$ is given by Feigenberg and Miller (2020), who study traffic stop decisions $D_i$. Here $Y_i = 1$ indicates the failure to detect illegal contraband. Since contraband cannot be detected among non-stopped drivers, we again have $Y_{i0} = 0$ and $Y_i^* = Y_{i1} \in \{0, 1\}$ indicates latent contraband status. I use the binary $Y_i^*$ case to strengthen and build intuition for some results, though the main analysis holds for $Y_i^*$ with generic support.\(^3\)

Throughout the paper I maintain a single assumption on the judge’s decision-making process: that it can be represented by a subjective ranking of individuals by their appropriateness for treatment, with some individuals of each race marginal in the decision:

**Assumption 1.** There exists a random variable $U_i$ such that

$$D_i = 1[U_i \leq 0],$$

$U_i \mid R_i$ is continuously distributed, and $\pi_r \equiv Pr(U_i \leq 0 \mid R_i = r) \in (0, 1)$ for each $r \in \{w, b\}$.

I refer to $U_i$ as the judge’s “ranking” of individuals. The existence of this latent variable is without much conceptual loss, saying only that one could in principle order individuals in

\(^3\)In the binary case it may be more natural to think of $Y_i^*$ as a latent state instead of a treatment effect. This is more in line with the earlier model-based approach (e.g. Knowles et al., 2001) and may be more natural for some identification strategies (e.g. Grau and Vergara, 2020).
the population according to the judge’s perception of their qualification for treatment (with the threshold for qualification normalized to zero). Individuals with $U_i > 0$ are those the judge thinks are unqualified for treatment while those with $U_i \leq 0$ are deemed qualified. The continuity condition implies that the judge is in principle indifferent to treating some individuals of each race. Finally, Assumption 1 requires that some individuals of each race are both treated and untreated, with race-specific treatment shares of $\pi_w$ and $\pi_b$.

We first use Assumption 1 to define the marginal outcome test:

**Definition 1.** The marginal outcome test is that of $\beta \neq 0$, where

$$
\beta = E[Y_i^* \mid U_i = 0, R_i = w] - E[Y_i^* \mid U_i = 0, R_i = b].
$$

(2)

The two terms of $\beta$ give the expected treatment effects of the white or Black individuals that the judge is indifferent to treating. The test asks whether these marginal effects differ.

Applications of the marginal outcome test often draw on the theory of marginal treatment effects (MTEs; Heckman and Vytlacil, 2005). Our first result establishes the equivalence of $\beta$ and the difference in two race-specific MTEs:

**Lemma 1.** $\beta = \mu(\pi_w, w) - \mu(\pi_b, b)$, where

$$
\mu(m, r) = E[Y_i^* \mid W_i = m, R_i = r]
$$

(3)

and $W_i \mid R_i \sim U(0, 1)$ define a conditional MTE frontier: i.e., $D_i = 1[W_i \leq \pi_{R_i}]$.

The proof to Lemma 1, as with other results in this paper, is given in the appendix. It defines $W_i$ by applying a simple conditional probability integral transform to $U_i \mid R_i$. Under some assumptions the MTE frontiers $\mu(m, r)$, and thus $\beta$, may be identified from the observed decisions of judges. I discuss such identification strategies in Section 5, but focus first on what $\beta \neq 0$ could reveal about racially biased decision-making if it were known.

## 3 Main Results

To analyze $\beta$, I first define a notion of racial bias that contrasts with accurate statistical discrimination. Such bias can arise either from the judge’s racial preferences or from biased “beliefs” (e.g., stereotypes). I then show how the marginal outcome test can detect this notion of bias, and how other information on the race-specific MTE curves can furthermore rule out canonical taste-based discrimination as a driver.

---

4Importantly, here we allow $U_i$ and thus $\mu(m, r)$ to be judge-specific. Differences in the rankings of individuals across judges will generally violate the conventional monotonicity assumption from using judge assignment to instrument for $D_i$ and measure MTEs. We return to this issue in the identification discussion.
3.1 Defining Racial Bias

To define racial bias, I first define accurate statistical discrimination. Statistical discrimination models were originally proposed by Phelps (1972), Arrow (1973), and Aigner and Cain (1977) to explain persistent differences in an employer’s treatment of equally productive white and Black workers, in the absence of the preference-based racial bias considered by Becker (1957). The statistical discrimination models show how such differences can arise when employers act in a race-neutral way on accurate predictions of worker productivity, given by the worker’s observed race and a noisy “signal” of their productivity.

Consistent with this theoretical literature, I define accurate statistical discrimination by the existence of a race-inclusive information set that can rationalize the judge’s ranking of individuals for treatment as being based on an accurate prediction of her mandate $Y_i^*$ (in place of labor market productivity). I define racial bias by the lack of such an information set: that is, by the inability to rationalize the judge’s ranking in terms of an accurate prediction of individual treatment effects, based on race and some non-race signal $S_i$:

**Definition 2.** The judge can be said to be engaged in *accurate statistical discrimination* if there exists an $S_i$ such that $U_i = E[Y_i^* | R_i, S_i] - t$ for some $t$. If not, we say her decisions exhibit *racial bias*.

Here $t$ denotes a threshold the judge puts on the accurate predictions $E[Y_i^* | R_i, S_i]$ when engaged in accurate statistical discrimination.\(^5\)

In the case of binary $Y_i^*$, like the pretrial release setting of Arnold et al. (2018), accurate statistical discrimination and racial bias have intuitive representations in terms of rational expected utility maximization:

**Lemma 2.** If $Y_i^* \in \{0, 1\}$ then a judge’s decisions exhibit racial bias if and only if there is no $S_i$ such that

$$D_i \in \arg\max_{D(\cdot) \in \mathcal{D}} E[U(Y_i, D(R_i, S_i)) | R_i, S_i],$$

for some $U(y, d) : \{0, 1\}^2 \to \mathbb{R}$, where $\mathcal{D}$ is the set of decision rules $D(r, s) \in \{0, 1\}$ for $r \in \{w, b\}$ and $s$ in the support of $S_i$.

This result follows from the fact that when $Y_i^*$ is binary it has only one moment (the mean) that is relevant to the judge’s mandate. The existence of a utility function $U(y, d)$ that rationalizes her behavior along with some signal $S_i$ is thus equivalent to her decisions being

\(^5\)Note that since a judge’s decision-making process is only unique up to an increasing transformation of $U_i$, racial bias more generally implies there is no $S_i$, $t$, and increasing $f(\cdot)$ such that $U_i = f(E[Y_i^* | R_i, S_i] - t)$. I abstract away from such $f(\cdot)$ to keep the notation and discussion as simple as possible.
based on an accurate mean prediction of $E[Y^*_i \mid R_i, S_i]$. The appendix proof shows that a similar result follows for general $Y^*_i$ if we restrict to the judge maximizing the expectation of a utility function that is linear in $y$; that is, if we assume the judge is risk-neutral in evaluating the effects of her decisions on the outcome.

It is also natural to define a notion of taste-based discrimination, inspired by Becker (1957). In this scenario the judge accurately predicts $Y^*_i$ according to some race-inclusive information set, but uses race-specific thresholds for treatment reflecting racial preferences:

**Definition 3.** The judge can be said to be engaged in canonical taste-based discrimination if there exists an $S_i$ such that $U_i = E[Y^*_i \mid R_i, S_i] - t(R_i)$ for some $t(w) \neq t(b)$.

Thus, a judge engaged in canonical taste-based discrimination has a decision rule of

$$D_i = 1[E[Y^*_i \mid R_i, S_i] \leq t(R_i)],$$

(5)

with different thresholds $t(r)$ for white and Black individuals. We may think of $t(w) > t(b)$ as taste-based discrimination against Black individuals and $t(b) > t(w)$ as taste-based discrimination against white individuals. I show below that a judge who can be said to be engaged in canonical taste-based discrimination cannot be said to be engaged in accurate statistical discrimination, aligning Definitions 2 and 3 with the original theoretical division of Becker (1957) and Aigner and Cain (1977).

Like statistical discrimination, canonical taste-based discrimination has an intuitive representation in terms of rational expected utility maximization when $Y^*_i$ is binary:

**Lemma 3.** If $Y^*_i \in \{0, 1\}$ then a judge can be said to be engaged in canonical taste-based discrimination if and only if there exists an $S_i$ and $U(y, d, r) : \{0, 1\}^2 \times \{w, b\} \to \mathbb{R}$ such that $(U(0, 1, r) - U(0, 0, r)) / (U(1, 1, r) - U(0, 1, r))$ depends on $r$ and

$$D_i \in \arg \max_{D(\cdot) \in \mathcal{D}} E[U(Y_i, D(R_i, S_i), R_i) \mid R_i, S_i],$$

(6)

where $\mathcal{D}$ is as in Lemma 2.

Here we consider an expanded set of utility functions $U(\cdot)$ which depend explicitly on race. In particular, we consider those which yield a differential utility cost to treatment when $Y^*_i = 0$ (i.e. $U(0, 1, r) - U(0, 0, r)$), relative to the utility cost of the undesired outcome when $D_i = 1$ (i.e. $U(1, 1, r) - U(0, 1, r)$), by race $r$. The appendix proof shows that this condition can be interpreted as a racial difference in the relative utility cost of type-I error (failing to treat an individual with $Y^*_i = 0$) and type-II error (treating an individual with $Y^*_i = 1$). As with Lemma 2, the appendix shows that a similar result follows in the general case of non-binary $Y^*_i$ whenever we restrict to utility functions that are linear in $y$. 
Lemmas 2 and 3 make clear that a categorization of judge behavior by accurate statistical discrimination vs. taste-based discrimination is incomplete, due to the restriction of rational beliefs and utility functions with limited arguments. I thus define a third residual category:

**Definition 4.** The judge can be said to have biased beliefs if she is neither engaged in accurate statistical discrimination nor canonical taste-based discrimination.

While the classic theoretical analysis of Becker (1957), Phelps (1972), Arrow (1973), and Aigner and Cain (1977) only considered agents acting on rational beliefs, in practice judges may base their decisions on inaccurate beliefs or racial stereotypes (Bordalo et al., 2016). The notion of biased beliefs captures this form of racial discrimination, as well as other departures from accurate statistical or taste-based discrimination. For example, it could capture a judge that strays from her mandate and bases decisions on an accurate prediction of some other $\tilde{Y}_i \neq Y^*_i$. Kleinberg et al. (2017b) label this “omitted payoff bias.”

Distinguishing between racial bias due to racial animus and biased beliefs is challenging, as preferences and beliefs can manifest equivalently in a judge’s decisions (Bohren et al., 2020). To see this equivalence simply, consider a parametric decision-making model inspired by Aigner and Cain (1977), in which $Y^*_i \mid R_i$ is normally distributed and the judge observes both race and a noisy signal $S_i = Y^*_i + \eta_i$, with $\eta_i \mid R_i, Y^*_i \sim N(0, \sigma^2)$. In this case $E[Y_i^* \mid R_i, S_i] = (1 - \lambda_{R_i})\tilde{\mu}_{R_i} + \lambda_{R_i}S_i$ where $\tilde{\mu}_{R_i} = E[Y_i^* \mid R_i]$ and $\lambda_{R_i} \in (0, 1)$ is the slope coefficient from a regression of $Y_i^*$ on $S_i$. A judge engaging in canonical taste-based discrimination will thus have a decision rule of $D_i = 1[(1 - \lambda_{R_i})\tilde{\mu}_{R_i} + \lambda_{R_i}S_i \leq t(R_i)]$ for some $t(w) \neq t(b)$. But an equivalent decision rule can be obtained from a judge with biased beliefs. For example a judge with a prior belief that $E[Y_i \mid R_i]$ in fact equals $\tilde{\mu}_{R_i} = \tilde{\mu}_{R_i} - \frac{t(R_i)}{1 - \lambda_{R_i}}$, but who observes the same signal and otherwise understands the statistical environment, will have an identical decision rule when attempting to statistically discriminate with a threshold of $t = 0$. Thus, it is impossible here to distinguish between a judge exhibiting racial bias because of racial tastes or inaccurate beliefs by her behavior alone: i.e., by her ranking $U_i$. It is further unclear at this stage whether these judges can be distinguished from a judge engaged in accurate statistical discrimination, and if so by what information. I next show how the marginal outcome test answers this question.

### 3.2 Interpreting Marginal Effects

I now present two results relating the marginal outcome test to the previous definitions.

**Proposition 1.** If the judge is engaged in canonical taste-based discrimination then $\beta \neq 0$.

**Proposition 2.** If $\beta \neq 0$ then the judge’s decisions exhibit racial bias.
Proposition 1 shows that a judge who accurately predicts $Y_i^*$ but places different thresholds on these predictions by race (as in Becker (1957)) will “fail” the outcome test, in that her marginal treatment effects will differ by race. Proposition 2 shows instead that a failure of the test implies a lack of accurate race-neutral decision-making (as in Phelps (1972), Arrow (1973), and Aigner and Cain (1977)). In other words, Proposition 2 shows that the marginal outcome test can reject the null hypothesis of accurate statistical discrimination, while Proposition 1 shows that the alternative hypothesis of canonical taste-based discrimination can drive such rejections. That Proposition 2 is not the strict converse of Proposition 1 reflects the fact that test rejections can also arise from biased beliefs.

The proofs of both propositions are simple, following just from the law of iterated expectations. For Proposition 1, we have under canonical taste-based discrimination

$$E[Y_i^* | U_i = 0, R_i] = E[Y_i^* | R_i, S_i] = t(R_i),$$

$$= E[E[Y_i^* | R_i, S_i] | R_i, S_i] = t(R_i),$$

$$= t(w R_i),$$

showing that the marginal outcome test yields $\beta = t(w) - t(b) \neq 0$. In particular, canonical taste-based discrimination against Black (white) defendants manifests as $\beta > 0$ ($\beta < 0$). The proof to Proposition 2 similarly follows by showing that accurate statistical discrimination implies $\beta = 0$. Note that together Propositions 1 and 2 imply that the decisions of a judge engaged in canonical taste-based discrimination exhibit racial bias, as promised above.

In the binary $Y_i^*$ case, Lemma 2 and Proposition 2 show that the marginal outcome test can reject that a judge’s decisions are derived from her optimizing some expected race-neutral utility function of misconduct outcomes and treatment $U(y, d)$, given some race-inclusive information set $(R_i, S_i)$. That is, she is either acting rationally according to a race-specific utility function $U(y, d, r)$ as in Lemma 3, which causes $\beta \neq 0$ by Proposition 1, or she has biased beliefs. As in the general case, biased beliefs could mean a failure to optimize her intended mandate of $Y_i$ because of inaccurate predictions or because she predicting some other outcome that is not her mandate (i.e. omitted payoff bias). As the simple normal-signal example in Section 3.1 shows, it is generally difficult to distinguish between bias due to tastes and beliefs, and the marginal outcome test is correspondingly uninformative.

I next show that additional information on the race-specific marginal treatment effects frontiers allows a more nuanced analysis of racial bias:

**Proposition 3.** There exists an $S_i$ such that $U_i = E[Y_i^* | R_i, S_i] - t(R_i)$ for some $\{t(w), t(b)\}$ if and only if $\mu(m, r)$ is strictly increasing in $m$ for each $r \in \{w, b\}$.

This result shows that the slope of the MTE frontiers determine whether or not a judge’s behavior can be rationalized by accurate beliefs (either statistical or taste-based discrimination). Intuitively, when the judge is acting on an accurate prediction of $Y_i^*$, perhaps with
Table 1: Possible Characterizations of Judge Behavior from Marginal Effects

<table>
<thead>
<tr>
<th>MTE Slopes $\mu(m,r)$</th>
<th>Marginal Outcome Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increasing in $m$</td>
<td>Accurate Stat. Disc.</td>
</tr>
<tr>
<td>Non-Increasing</td>
<td>Biased Beliefs</td>
</tr>
</tbody>
</table>

Notes: This table illustrates possible descriptions of judge decision-making, depending on whether or not the marginal outcome test passes (columns) and whether or not both race-specific MTE frontiers are strictly increasing (rows). Underlined descriptions indicate forms of racial bias.

race-specific thresholds, her race-specific MTEs must be increasing in the share of treated individuals. Proposition 3 shows that the converse also holds: when the race-specific MTE frontiers $\mu(m,r)$ are increasing in the treated share $m$, there exists an information set $\{R_i, S_i\}$ that can rationalize the judge as acting on accurate predictions of $Y_i^*$. To my knowledge this converse is novel to the recent literature on interpreting such tests, though Marx (2018), Canay et al. (2020), and Gelbach (2021) prove related results on how canonical taste-based discrimination yields monotone MTE functions.

Table 1 summarizes the possible characterizations of judge behavior from knowledge of both the slope of $\mu(m,r)$ and $\beta$. One consequence of Proposition 3 is that when $\mu(m,r)$ is increasing and the marginal outcome test “passes” (i.e. $\beta = 0$) we can say the judge is engaged in accurate statistical discrimination ($t(w) = t(b)$). A second consequence is that when $\mu(m,r)$ is increasing and the marginal outcome test “fails” (i.e. $\beta \neq 0$) we can say the judge is engaged in canonical taste-based discrimination ($t(w) \neq t(b)$). A non-increasing MTE frontier rules out these explanations, implying biased beliefs regardless of $\beta$. This could again either imply inaccurate predictions of $Y_i^*$ or omitted payoff bias.

It is worth emphasizing that these conclusions of accurate statistical discrimination, canonical taste-based discrimination, and biased beliefs reflect what can be said about the judge’s behavior from her actions, and not necessarily her “true” or intended behavior. For example, a judge who fails to accurately predict $Y_i^*$ can still base her decisions on a ranking $U_i$ that yields a strictly increasing MTE frontier because of some offsetting preferences among individuals of each race. If she equalizes marginal outcomes despite this combination of inaccurate prediction and omitted payoffs (i.e. $\beta = 0$) we would not be able to distinguish her from a judge who is accurately statistically discriminating absent further information.

---

6The requirement that $\mu(m,r)$ be strictly increasing in $m$ reflects the requirement that $U_i | R_i$ be continuously distributed. It can be shown by a straightforward extension of Proposition 3 that weakly increasing $\mu(m,r)$ are equivalent to the existence of an $S_i$ with $U_i = E[Y_i^* | R_i, S_i] = t(R_i) - \epsilon_i$ for some independent and continuously distributed $\epsilon_i$ that breaks indifferences in $E[Y_i^* | R_i, S_i] - t(R_i)$.

7In the setting of traffic stops, Marx (2018) shows that unconditional “hit rate” functions increase concavely with search probabilities under canonical taste-based discrimination. Canay et al. (2020) and Gelbach (2021) derive similar results and show how they imply monotone MTE functions.
Similarly, if her inaccurate ranking fails to equalize marginal outcomes ($\beta \neq 0$) we would not be able to say that she is not engaged in canonical taste-based discrimination. An “as-if” characterization of behavior is inherent to the exercise of inferring bias from behavior, since preferences and beliefs are typically difficult to disentangle. Recall again the simple normal-signal model of Section 3.1, where canonical taste-based discrimination and biased beliefs are indistinguishable except by knowing the judge’s true intentions.\(^8\)

Despite not knowing a judge’s true intentions, the ability to rule out accurate statistical discrimination and give an “as-if” characterization of behavior can be valuable in practice. In the pretrial release setting, the finding of racial bias (by $\beta \neq 0$) may call for policy reforms that attempt to align judge behavior more closely with accurate statistical discrimination: for example, by providing more accurate algorithmic predictions of pretrial misconduct (e.g. Kleinberg et al., 2017b) or some form of implicit bias training (e.g. Morris, 2020). The finding of biased beliefs (by decreasing MTE frontiers) is perhaps even more consequential, as it suggests judges may be badly misinterpreting their mandate or mispredicting outcomes.

To summarize, we have seen a general interpretation of marginal outcome tests in terms of policy-relevant concepts linked to classic economic models of racial bias and statistical discrimination. I emphasize that this interpretation requires no assumptions on judge decision-making beyond the existence of some continuous ranking (Assumption 1). I next contrast this interpretation with the analysis of Canay et al. (2020), who propose a behavioral restriction necessary to interpret marginal outcome tests in terms of a different definition of bias. I further relate this section’s definition with others in the recent literature.

4 Relationships to Other Analyses

This section first contrasts the previous analysis with the alternative definition of racial bias in Canay et al. (2020)—hereafter CMM—and the restriction on decision-making which they claim is necessary to restore the “validity” of marginal outcome tests. I then discuss connections to other definitions from the recent economics and computer science literatures.

4.1 Canay et al. (2020)

CMM consider a model of judge-decision making that can be written

$$D_i = 1[\Lambda(R_i, V_i) \leq \tau(R_i, V_i)],$$

\(^8\)Bohren et al. (2020) discuss how biased beliefs and animus can be potentially distinguished through an experimental information provision (see also Bottan and Perez-Truglia (2020)). Such interventions may change the judge’s ranking $U_i$, and are thus outside the scope of this paper’s framework which treats the distribution of $U_i$ as fixed.
where \( \Lambda(R_i, V_i) = E[Y_i^* | R_i, V_i] \) is interpreted as an accurate prediction of \( Y_i^* \), which CMM refer to as the “cost function.” The corresponding “benefit function” \( \tau(R_i, V_i) \) captures the residual determinants of the judge’s decision, and is allowed to depend on both race \( R_i \) and what CMM refer to as “non-race characteristics” \( V_i \).\(^9\) In terms of the general model presented in Section 2, the CMM model is nested by \( U_i = \Lambda(R_i, V_i) - \tau(R_i, V_i) \).

CMM use the benefit function to define a different notion of racial bias than in Definition 2. They state that the judge is biased against Black individuals if \( \tau(b, v) < \tau(w, v) \) for all \( v \) in the support of \( V_i \), is biased against white individuals if \( \tau(b, v) > \tau(w, v) \) for all \( v \) in the support of \( V_i \), and is racially unbiased if \( \tau(w, v) = \tau(b, v) \) for all \( v \) in the support of \( V_i \).\(^{10}\) They then show that the marginal outcome test is generally uninformative for this definition of bias, except under a restriction on the benefit function which removes \( V_i \): i.e.

\[
D_i = \mathbb{1}[\Lambda(R_i, V_i) \leq \tau(R_i)], \quad (9)
\]

which has the form of an extended Roy model (Heckman and Vytlacil, 2007; D’Haultfoeuille and Maurel, 2013).\(^{11}\) CMM thus conclude that in order to interpret the marginal outcome test in terms of racial bias, researchers must justify the extended Roy model as a behavioral restriction—a model which they view as very restrictive.

It is first worth noting that, in contrast with the Section 3 analysis, the CMM bias definition generally requires the information set \( \{R_i, V_i\} \) to be specified. Many pairs of \( V_i \) and \( \tau(r, v) \) functions will generally yield equivalent decision rules, so a definition of bias based on \( \tau(r, v) \) is only unambiguous when \( V_i \) is defined. An arguable strength of the Section 3 definition, which instead considers the existence of any \( V_i \) rationalizing decisions by accurate statistical discrimination, is that such specification is unnecessary.\(^{12}\)

To see why the specification of \( V_i \) matters for the CMM analysis, consider a simple example in which a judge engages in canonical taste-based discrimination, with her decisions given by \( D_i = \mathbb{1}[E[Y_i^* | R_i, S_i] < t(R_i)] \) for some signal \( S_i \) and thresholds \( t(w) > t(b) \). Clearly, if \( V_i = S_i \), the CMM definition aligns with Definition 2 in saying that the judge is racially biased against Black individuals. But an identical set of decisions are generated by

---

\(^9\)CMM index the benefit function by the identity of the judge (see their Equation (1)). I suppress this indexing since, as in CMM’s conceptual analysis (their Section 3), I here consider a single judge.

\(^{10}\)Unlike the Section 3 typology this definition leaves an omitted category, of judges where \( \tau(w, v) \) and \( \tau(b, v) \) are neither always higher than, lower than, or equal to each other.

\(^{11}\)The extended Roy model is not the only restriction that CMM consider to restore “logical validity” of the marginal outcome test. However they note that the alternative restriction (that the cost function does not depend on race) is likely harder to justify in practice, since race is likely to predict \( Y_i^* \).

\(^{12}\)Another strength of the Section 3 analysis is that it allows for evaluations of bias along multiple lines: i.e., a marginal outcome test that splits the sample by race can be interpreted alongside a test that splits by an individual’s sex. In contrast the extended Roy model restriction of CMM cannot hold for both characteristics jointly when sex is included in \( V_i \), making at least one of these tests uninformative by their analysis.
a model in which the judge has a broader information set of $V_i = \{S_i, T_i\}$ for some other signal $T_i$ and sets $\tau(R_i, V_i)$ appropriately: i.e.,

$$D_i = 1\left\{E[Y^*_i \mid R_i, V_i] < t(R_i) + E[Y^*_i \mid R_i, V_i] - E[Y^*_i \mid R_i, S_i]\right\} = \Lambda(R_i, V_i) \equiv \tau(R_i, V_i).$$ (10)

With this rationalization, of the same decisions, we can no longer say the judge is biased under CMM’s definition, since $\tau(r, v)$ need not always be larger for white (or Black) individuals.

Specifying $V_i$ is also important for CMM’s claim on the restrictiveness of the extended Roy model. Indeed, the above Proposition 3 shows that whenever the race-specific MTE curves are strictly increasing there exists a $V_i$ such that decisions have an extended Roy model representation. Thus, when $V_i$ is unspecified, the CMM restriction can be imposed without loss to the decision-making process in this case. Our two definitions of bias, and two conclusions on the marginal outcome tests’ ability to detect bias, would then agree.

While taking at least a conceptual stand on the judge’s information set $V_i$ is inherent to the CMM analysis, it may be challenging or undesirable. The challenge comes from the fact that in practice decision-makers may combine a wide range of objective and subjective information that can be difficult to specify in $V_i$, even conceptually. In the pretrial example, one could imagine collecting all objective (not necessarily observed) measures of defendant and case characteristics—such as demographics, charge type, and previous criminal activity—in $V_i$. This fixes the $\tau(r, v)$ functions, and thus the CMM bias definition, as residuals from the objective prediction $\Lambda(R_i, V_i) = E[Y^*_i \mid R_i, V_i]$, in essence benchmarking the judge’s behavior to an objective (perhaps unmeasured) risk score. But in practice pretrial judges may also base decisions on face-to-face interviews with defendants, and vary in what “soft” information or signals are taken from such interactions. It can be difficult to conceptualize a well-defined notion of bias, from a well-defined $V_i$, in such cases.

Moreover, even when it is possible to conceptualize collecting all available information in $V_i$, a bias definition based on this set may be unsatisfying when judges vary in their skill at incorporating signals. A given pretrial judge may, for example, be highly skilled at inferring misconduct potential from a defendant’s demeanor, while another judge chooses to rely more on the “hard” information in a defendant’s criminal record.\(^{13}\) To see how such variation complicates the CMM analysis, suppose we are able to put (along with all defendant and case characteristics) a “complete” record of objective information from pretrial interviews in $V_i$, including sophisticated data on, e.g., a defendant’s demeanor and ability to answer standard questions. But suppose a judge is only partially attentive to this rich data, observing a signal $S_i$ which is strictly less informative: i.e., $V_i = \{S_i, T_i\}$, where $T_i$ is the subset of information

\(^{13}\)Evidence for such variation in predictive skill has recently been documented in the pretrial setting (Arnold et al., 2020a) and in medical testing decisions (Chan et al., 2020).
for individual $i$ that is missed by the judge (such as the answers to questions she forgets to ask, or elements of the defendant’s demeanor she overlooks). Suppose the judge uses this signal to engage in accurate statistical discrimination, forming an accurate but inefficient posterior of $E[Y^*_i \mid R_i, S_i] \neq E[Y^*_i \mid R_i, V_i]$. Her otherwise race-neutral decision rule is then

$$D_i = 1[E[Y^*_i \mid R_i, S_i] \leq t] = 1\left[E[Y^*_i \mid R_i, V_i] \leq t + E[Y^*_i \mid R_i, V_i] - E[Y^*_i \mid R_i, S_i]\right],$$

with the final expression having the form of CMM’s representation (8). This decision-rule generally does not satisfy the extended Roy model restriction, since $\tau(R_i, V_i)$ will generally vary nontrivially with $V_i$. The CMM analysis will thus conclude the marginal outcome test is uninformative of the judge’s bias, even though she is engaged in classic statistical discrimination. In contrast, the Section 3 analysis would say the marginal outcome test “passes” in this scenario, with $\beta = 0$ indicating a lack of racial bias. This conclusion appears warranted given the judge’s accurate beliefs and race-neutral threshold $t$.

In summary, there are several important differences between the Section 3 analysis of marginal outcome tests and CMM’s. The former does not require specification of the judge’s information set for bias to be well-defined, and for $\beta$ to detect canonical taste-based discrimination (in the sense of Becker (1957)). At the same time, the Section 3 interpretation can “clear” an agent engaged in classic statistical discrimination (in the sense of Aigner and Cain (1977)) from suspicions of bias, even when her skill at using an objective set of available information is imperfect. Neither of these conclusions require the extended Roy model restriction of CMM, which we have shown is without loss to impose when the judge’s information is unspecified and the race-specific MTE curves are increasing.

### 4.2 Unwarranted Disparity

One critique of marginal outcome tests, given the Section 3 analysis, is that they capture a narrow form of racial discrimination. In particular, the kinds of accurate statistical discrimination which cause such tests to “pass” can be viewed as undesirable or even illegal in many settings, including potentially the pretrial setting (Yang and Dobbie, 2020). Motivated by this shortcoming, Arnold et al. (2020a) propose a broader measure of discrimination which aligns with Aigner and Cain (1977) in capturing any “unwarranted” racial disparities in treatment rates that cannot be justified by differences in an individual’s “qualification” for treatment (as given by their $Y^*_i$). Formally, they define unwarranted disparity as

$$\Delta = E[E[D_i \mid R_i = w, Y^*_i] - E[D_i \mid R_i = b, Y^*_i]],$$

(12)
or the average treatment rate disparity of white and Black individuals with identical $Y_i^\ast$.
Arnold et al. (2020a) show how this notion of discrimination can capture racial bias, defined similarly to the Section 3 analysis, as well as accurate statistical discrimination.\footnote{This $\Delta$ is also closely related to notions of algorithmic discrimination in the computer science literature, in particular “conditional procedure accuracy equality” (Berk et al., 2018).}

Because it is based on a narrower measure of discrimination, a finding of no racial bias (i.e. $\beta = 0$) need not imply the equal treatment of equally qualified individuals (i.e. $\Delta = 0$). Interestingly, however, the converse also holds: a finding of no unwarranted disparity need not imply a lack of racial bias. This follows from a general trade-off between such “fairness” notions and unbiased prediction in this kind of decision-making problem (Kleinberg et al., 2017a). Some bias “at the margin” of treatment (as captured by $\beta$) is generally required for fair treatment “on average” (as captured by $\Delta$).

Feigenberg and Miller (2020) discuss a scenario in which the difference between a measure like $\beta$ and a measure like $\Delta$ is especially stark. In an analysis of Texas traffic stop data, they find that the marginal outcome test passes despite significant unwarranted disparities in state trooper stop rates between white and Black drivers. The reason for these disparities appears to be that, conditional on observables, the typical trooper effectively searches drivers at random but with minority drivers searched more. Here it is worth noting that while marginal outcome tests cannot generally detect such unequal treatment, knowledge of the race-specific MTE frontiers can: under random decision-making the $\mu(m, r)$ will be constant over $m$ and equal to the average treatment effect $E[Y_i^\ast | R_i = r]$.

### 4.3 Algorithmic Calibration

While the Section 3 analysis presumed a human decision-maker, its definition of bias has a close link to the notion of “calibration” in the literature on algorithmic decision-making (Barocas and Selbst, 2016; Kleinberg et al., 2017a; Chouldechova, 2017). This literature typically considers decisions based on some statistical prediction of $Y_i^\ast$, $P(X_i)$, from some observed covariates $X_i$. For example, $P(X_i)$ may be generated by a machine learning algorithm. Calibration bias is then defined by a racial disparity in prediction error,

$$\Gamma(p) = E[Y_i^\ast | P(X_i) = p, R_i = w] - E[Y_i^\ast | P(X_i) = p, R_i = b],$$

for some $p$ (Obermeyer et al., 2019). It is immediate that this definition coincides with the Section 3 definition of racial bias when treatment decisions are algorithmic: formally, if $D_i = 1[P(X_i) \leq t]$ for some $t$ then $\beta = \Gamma(t)$. A marginal outcome test applied to such an algorithmic decision-rule therefore reveals calibration bias.

An important feature of investigations of algorithmic bias is that while the ranking $P(X_i)$
is known, and may even be under the researcher's control, it need not coincide with an accurate prediction \( E[Y_i^* | X_i] \). This is because the treatment effects \( Y_i^* \) need not be observed for some or all individuals, a fundamental challenge that here Lakkaraju et al. (2017) term the "selective labels problem." This feature highlights the need for allowing for what Section 3 calls biased "beliefs" in testing for calibration bias, although this terminology is less natural for algorithmic decisions. For especially severe cases of the selective labels problem, calibration bias can manifest with non-increasing race-specific MTE frontiers.\textsuperscript{15}

5 Identification Strategies

I lastly turn to the question of how marginal outcome tests can be conducted in practice. Lemma 2 shows that identification of \( \beta \) follows from the identification of judge- and race-specific MTE curves, at least near the judge's treatment cutoff. The recent empirical literature has devised several strategies leveraging different sources of variation. In some cases, these strategies permit full identification of the MTE frontiers and thus the more nuanced analysis of behavior summarized in Table 1.

It is first worth considering an experimental ideal, in which a judge is induced to increase or decrease her treatment rate among a random set of both white and Black individuals. By comparing the "treatment" and "control" groups within each race, one may obtain an experimental estimate of race-specific treatment effects near the judge’s cutoff. For small changes these effects can be interpreted as the two marginal treatment effects that enter \( \beta \): the finding of a larger effect among white individuals relative to Black individuals would be consistent, for example, with canonical taste-based discrimination in inaccurate stereotypes favoring white individuals, while the failure to reject \( \beta = 0 \) would be consistent with accurate statistical discrimination. Larger changes may require parametric assumptions to interpret average effects in terms of marginal effects, but may trace out larger portions of the MTE curves that can be used to diagnose the extent of biased beliefs. Multiple treatment groups could be contrasted with a single control group within each race to fit polynomial race-specific MTE curves, for example. Per Proposition 3, one cannot rule out that the judge is acting on accurate predictions of \( Y_i^* \) when the estimated curves are increasing.

In practice, where the scope for such experimentation is limited, researchers may leverage quasi-experimental or observational variation in judge- and race-specific treatment rates. Feigenberg and Miller (2020), for example, use the variation in race-specific search rates for a given state trooper to estimate within-trooper MTE frontiers and study issues related to

\textsuperscript{15}Kleinberg et al. (2017b) and Arnold et al. (2021) discuss quasi-experimental solutions to the selective labels problem in the pretrial setting. The former show how algorithms can be used to improve human decision-making in spite of this problem, while the latter show how the problem can be overcome to estimate measures like \( \Delta \) and \( \Gamma(\rho) \).
racial bias. They show that this variation is largely idiosyncratic with respect to motorist characteristics, as would be guaranteed in an idealized experimental manipulation of trooper search rates. Grau and Vergara (2020) instead propose an observational approach to identifying marginal outcomes, which can in principle be conducted for an individual judge.\textsuperscript{16}

When it is difficult to justify using within-judge treatment rate variation, a natural quasi-experimental alternative is to leverage exogenous variation across judges. Arnold et al. (2018) introduce this approach in the pretrial setting, where judges are plausibly as-good-as-randomly assigned to cases after adjusting for courtroom and time fixed effects. The key assumption they invoke to leverage this across-judge variation is conventional MTE monotonicity, which restricts the race-specific MTE curves to be common across judges. Under this assumption the different as-good-as-randomly assigned judges trace out a single race-specific MTE frontier, which can be used to both detect racial bias and probe the extent of biased beliefs.\textsuperscript{17} A conceptually similar approach is taken by Marx (2018) in the setting of police search. Feigenberg and Miller (2020) show that an analysis leveraging the quasi-random assignment of state troopers yields similar estimates as their within-trooper analysis, building confidence in the common MTE assumption in their setting.

In some settings, however, the assumption of common MTE frontiers may be untenable. In terms of the behavioral models in Section 3, this assumption generally restricts different judges to act on a common prediction of \(Y_i^*\), given common signals \(S_i\). In reality judges are likely to vary in their predictive skill, inducing different judge-specific MTE frontiers that violate the monotonicity assumption used by Arnold et al. (2018) and Marx (2018).\textsuperscript{18}

A solution to this challenge is given by Arnold et al. (2020a), who develop a hierarchical MTE model to estimate racial discrimination and bias from the as-good-as-random assignment of pretrial judges. The model specifies race-specific distributions of signals, and thus distributions of MTE curves, across judges, in violation of conventional MTE monotonicity; Arnold et al. (2020a) show that this distribution can be estimated from certain reduced-form moments. Notably, in contrast to the conventional MTE approach of Arnold et al. (2018), the Arnold et al. (2020a) approach uses parametric restrictions. This reflects the general fact that other assumptions are required once the uniformity condition of monotonicity is relaxed.\textsuperscript{19} In their setting Arnold et al. (2020a) show that uniformity is an especially unap-

\textsuperscript{16}Grau and Vergara (2020) also discuss how their approach can be used to probe omitted payoff bias, which they refer to as “incentive-driven prejudice.”

\textsuperscript{17}In addition to monotonicity, Arnold et al. (2018) discuss assumptions that are needed to overcome the core inframarginality problem of only observing a finite number of judges with discrete differences in race-specific treatment rates. I note that this problem exists in any evaluation of marginal effects from discrete treatment rate interventions, including the experimental ideal.

\textsuperscript{18}Marx (2018) considers a model where judges can act on different but equally informative signals. This yields a common MTE frontier despite a violation of strict monotonicity (where judges observe identical signals). See Chan et al. (2020) and Feigenberg and Miller (2020) for discussions of similar assumptions.

\textsuperscript{19}While Arnold et al. (2020a) specify their model in terms of accurate statistical discrimination and taste-
pealing restriction, as there appears to be sizable variation in judge predictive skill.

Overall, the recent empirical literature leveraging quasi-experimental variation to conduct marginal outcome tests (and related exercises) is nascent and only represents some of the possible identification strategies. Ways to relax the parametric structure of Arnold et al. (2020a) and estimate racial bias from as-good-as-random judge assignment without a classic MTE monotonicity assumption seem worth future study. Settings where within-judge variation can be credibly used to avoid such across-judge restrictions also appear valuable.

6 Conclusion

Since Becker (1957), economists have long theorized about the ways in which racial biases can differentially affect the outcomes of white and Black individuals at the margin of treatment. A recent empirical literature has proposed using quasi-experimental variation to estimate such effects, drawing on the tractable MTE framework and avoiding the specification of complete decision-making models. It is not always clear, however, what this approach generally reveals about racial bias.

This paper has presented a formal definition of racial bias which can be revealed by the marginal outcome test: the lack of accurate statistical discrimination, which Phelps (1972), Arrow (1973), and Aigner and Cain (1977) derived to contrast with Becker’s theory of taste-based discrimination. We have seen how this definition encompasses different forms of bias, from canonical taste-based discrimination to inaccurate beliefs or stereotypes, and how in some cases these explanations can be distinguished by knowing complete MTE frontiers. This analysis contrasts with the alternative bias definition in Canay et al. (2020), which leads to a more pessimistic view of marginal outcome tests. The notion of bias which I show marginal outcome tests reveal also contrasts with other recent definitions of discrimination, while aligning with a notion of algorithmic bias from the computer science literature. Finally, we have seen some ways that marginal outcome tests have been conducted in the recent empirical literature, under different identifying assumptions. More work is needed on developing tractable restrictions on judge MTE curves which can reveal racial bias while also allowing for heterogeneity in judge predictive skill.

based discrimination, they note that its parameterization also allows judges to have biased beliefs (similar to the simple normal-signal example in Section 3). In practice they find upward-sloping MTE frontiers.
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A Appendix Proofs

A.1 Lemma 1

Let $F_{U|R}(u, r)$ denote the cumulative distribution function for $U_i \mid (R_i = r)$. Then

$$D_i = 1[F_{U|R}(U_i, R_i) \leq F_{U|R}(0, R_i)] \equiv 1[W_i \leq F_{U|R}(0, R_i)]$$

(A1)

where $W_i \mid R_i \sim U(0, 1)$. This defines the MTE frontiers $\mu(m, r)$. Furthermore,

$$F_{U|R}(0, r) = Pr(D_i = 1 \mid R_i = r) = \pi_r,$$

(A2)

so $E[Y_i^* \mid U_i = 0, R_i = r] = E[Y_i^* \mid W_i = \pi_r, R_i = r] = \mu(\pi_r, r)$. □

A.2 Lemma 2

First consider an arbitrary $U(\cdot)$ and $S_i$. In the binary case, where $Y_i = D_i Y_i^*$, we have for any decision rule $D_i$,

$$U(Y_i, D_i) = U(1, 1)Y_i^*D_i + U(0, 1)(1 - Y_i^*)D_i + U(0, 0)(1 - D_i)$$

$$= \alpha Y_i^*D_i - \gamma D_i + \kappa,$$

(A3)

where $\alpha = U(1, 1) - U(0, 1)$, $\gamma = U(0, 0) - U(0, 1)$, and $\kappa = U(0, 0)$. Therefore the optimization in Equation (4) can be written

$$\max_{D(\cdot) \in D} \alpha D(R_i, S_i)E[Y_i^* \mid R_i, S_i] - \gamma D(R_i, S_i) + \kappa,$$

(A4)

It is clear that solutions to this problem are given by

$$D_i = 1[E[Y_i^* \mid R_i, S_i] \leq t],$$

(A5)

where $t = \gamma / \alpha$. Thus, if a judge’s decisions can be written as in Equation (4) for some $U(\cdot)$ and $S_i$, she can be said to be engaged in accurate statistical discrimination. Conversely, if a judge’s decisions can be written as in Equation (A5) for some $S_i$ and $t$, there exist utility functions $U(\cdot)$ such that her decisions can be represented by Equation (4). □

Note that this equivalence means the maintained Assumption 1 implicitly restricts the set of $U(\cdot)$ considered in Lemma 2: for the judge’s decisions to be non-degenerate, we at minimum require $(U(0, 0) - U(0, 1))/(U(1, 1) - U(0, 1)) \in (0, 1)$. Note also that the same steps can be used to show the equivalence between accurate statistical discrimination and
solutions to Equation (4) in the general case of non-binary $Y_i$, when restricting to $U(y, d)$ that are linear in $y$. Specifically, if $U(y, d) = \alpha y + U_0(d)$ then

$$U(Y_i, D_i) = \alpha Y_{i1} D_i + U_0(1)D_i + \alpha Y_{i0}(1 - D_i) + U_0(0)(1 - D_i) = \alpha Y_{i1}^* D_i - \gamma D_i + \kappa,$$ (A6)

as before, except now $\gamma = U_0(0) - U_0(1)$ and $\kappa = \alpha Y_{i0} + U_0(0)$.

### A.3 Lemma 3

The proof follows similarly to that of Lemma 2. For arbitrary $U(\cdot)$ and any decision rule $D_i$

$$U(Y_i, D_i, R_i) = U(1, 1, R_i)Y_{i1}^* D_i + U(0, 1, R_i)(1 - Y_{i1}^*)D_i + U(0, 0, R_i)(1 - D_i)$$

$$= \alpha(R_i)Y_{i1}^* D_i - \gamma(R_i)D_i + \kappa(R_i),$$ (A7)

where $\alpha(R_i) = U(1, 1, R_i) - U(0, 1, R_i)$, $\gamma = U(0, 0, R_i) - U(0, 1, R_i)$, and $\kappa = U(0, 0, R_i)$. Therefore the optimization in Equation (6) can be written

$$\max_{D(\cdot) \in \mathcal{D}} \alpha(R_i)D(R_i, S_i)E[Y_{i1}^* | R_i, S_i] - \gamma(R_i)D(R_i, S_i) + \kappa(R_i),$$ (A8)

It is clear that solutions to this problem are given by

$$D_i = 1[E[Y_{i1}^* | R_i, S_i] \leq t(R_i)],$$ (A9)

where $t(R_i) = \gamma(R_i)/\alpha(R_i)$. Thus, if a judge’s decisions can be written as in Equation (6) for some $U(\cdot)$ and $S_i$ with $\gamma(w)/\alpha(w) \neq \gamma(b)/\alpha(b)$, she can be said to be engaged in canonical taste-based discrimination. Conversely, if a judge’s decisions can be written as in (A9) for some $S_i$ and $t(w)(b)$, there exist utility functions $U(\cdot)$ with $\gamma(w)/\alpha(w) \neq \gamma(b)/\alpha(b)$ such that her decisions can be represented by Equation (6). □

As in the proof to Lemma 2, this equivalence means the maintained Assumption 1 implicitly restricts the set of $U(\cdot)$ considered in Lemma 3. Also that the same steps can be used to show the equivalence between accurate statistical discrimination and solutions to Equation (4) in the general case of non-binary $Y_i$, when restricting to linear $U(y, d, r) = \alpha(r)y + U_0(d, r)$.

Finally, I show that the condition of $\gamma(w)/\alpha(w) \neq \gamma(b)/\alpha(b)$ has an interpretation in terms of preferences over type-I and type-II error rates in the binary $Y_{i1}^*$ case. Note that without loss we can normalize one of the utility levels from the four combinations of $(Y_i, D_i)$ to zero within each race. By normalizing $U(0, 0, r) = 0$ it can be seen that $\gamma(r)/\alpha(r)$ gives the ratio of utility from failing to treat an individual without the adverse outcome, $U(0, 0, r)$, (i.e. type-I error) to utility from treating an individual with the adverse outcome, $U(1, 1, r)$.
A.4 Proposition 1

A full proof is given in the main text: see Equation (7).

A.5 Proposition 2

The proof is by contradiction. Suppose an $S_i$ exists such that $U_i = E[Y_i^* | R_i, S_i] - t$ for some $t$. Then following Equation (7) we have by the law of iterated expectations

$$E[Y_i^* | U_i = 0, R_i] = E[E[Y_i^* | R_i, S_i] = t, R_i]$$

$$= E[E[Y_i^* | R_i, S_i] | E[Y_i^* | R_i, S_i] = t, R_i]$$

$$= t,$$  \hfill (A10)

so $\beta = E[Y_i^* | U_i = 0, R_i = w] - E[Y_i^* | U_i = 0, R_i = b] = t - t = 0$. □

A.6 Proposition 3

First suppose there exists an $S_i$ such that $U_i = E[Y_i^* | R_i, S_i] - t(R_i)$ for some $t(r)$. Then

$$\mu(m, r) = E[Y_i^* | R_i = r, S_i] - t(r) = F_{U|R}^{-1}(m, r), R_i = r]$$  \hfill (A11)

where $F_{U|R}^{-1}(\cdot)$ denotes the inverse of the distribution function defined in the proof to Lemma 1. By the law of iterated expectations, as in Equation (7),

$$\mu(m, r) = F_{U|R}^{-1}(m, r) + t(r)$$  \hfill (A12)

which is strictly increasing in $m$, with $U_i | R_i$ continuously distributed.

Now suppose $\mu(m, r)$ is strictly increasing in $m$. Let $S_i = W_i$ be the uniformly distributed index in the MTE representation of the judge’s decisions. Then $E[Y_i^* | R_i, W_i] = \mu(W_i, R_i)$ is itself a $U_i$ which is continuously distributed given $R_i$. Furthermore

$$D_i = 1[W_i \leq \pi_{R_i}] = 1[E[Y_i^* | R_i, W_i] \leq \mu(\pi_{R_i}, R_i)] = 1[E[Y_i^* | R_i, S_i] \leq t(R_i)].$$

The first equality applies the strictly monotone $\mu(\cdot, R_i)$ to both sides of the inequality, while the second equality substitutes $W_i = S_i$ and defines $t(R_i) = \mu(\pi_{R_i}, R_i)$. □