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In two-person zero-sum games, minimax theory avoids a predictive approach. In $n$-person nonzero-sum games, the focus is on combination and group minimax.

We proceed by investigating the question: what would be a "rational" prediction of the behavior to be expected of rational playing the game in question? By using the principles that a rational prediction should be unique, that the players should be able to deduce and make use of it, and that such knowledge on the part of each player of what to expect the others to do should not lead him to act out of conformity with the prediction, one is led to the concept of a solution defined before.

In equilibrium theory, players are assumed to have access to the actual strategies chosen by the other players.

The Trilogy of Decision Theory

What if, instead, we equip players with probability measures over the strategy choices of the other players?

This leads naturally to the idea of a probability measure over a space of probability measures for the other players ... and so on (Mertens and Zamir, 1985; Brandenburger and Dekel, 1993)

Epistemic game theory equips each player with

- a strategy set (we will assume finite)
- a payoff function
- a hierarchy of beliefs over the strategies chosen

We can think of this as the multi-person analog to the “trilogy” of decision theory

An Epistemic Game

Epistemic type spaces $T^a, T^b$

with associated maps $\lambda^a : T^a \rightarrow M(S^b \times T^b)$
$\lambda^b : T^b \rightarrow M(S^a \times T^a)$
An Epistemic Game contd.

At the state \((D, t^a, R, t^b)\)

Alice is ‘correct’ about Bob’s strategy
Bob is correct about Alice’s strategy
Alice, though, thinks it possible Bob is wrong about her strategy
Alice is rational
Bob is rational
Alice, though, thinks it possible Bob is irrational
Some Results in Epistemic Game Theory

The Fundamental Theorem of EGT: Under rationality and common belief of rationality (RCBR), each player will choose an iteratively undominated (IU) strategy. Conversely, given an IU strategy for each player, we can build a type structure so that these strategies are consistent with RCBR in the structure.

(Informal treatment — Bernheim, 1984; Pearce, 1984
Formal treatment — Brandenburger and Dekel, 1987; Tan and Werlang, 1988)


Beyond Conventional Game Theory: Correlation in EGT

Correlation is basic to non-cooperative game theory

For example, consider the equivalence between not-strongly dominated strategies and strategies that are optimal under some measure on the strategy profiles of the other players.

As is well known, for this equivalence to hold in games with more than two players, the measure may need to be dependent (i.e., correlated).

### Example of Correlation

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>U</strong></td>
<td>1,1,3</td>
<td>1,0,3</td>
</tr>
<tr>
<td><strong>D</strong></td>
<td>0,1,0</td>
<td>0,0,0</td>
</tr>
<tr>
<td></td>
<td><strong>X</strong></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>U</strong></td>
<td>1,1,2</td>
<td>0,0,0</td>
</tr>
<tr>
<td><strong>D</strong></td>
<td>0,0,0</td>
<td>1,1,2</td>
</tr>
<tr>
<td></td>
<td><strong>Y</strong></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>U</strong></td>
<td>1,1,0</td>
<td>1,0,0</td>
</tr>
<tr>
<td><strong>D</strong></td>
<td>0,1,3</td>
<td>0,0,3</td>
</tr>
<tr>
<td></td>
<td><strong>Z</strong></td>
<td></td>
</tr>
</tbody>
</table>

Alice’s strategy set $S^a = \{ U, D \}$

Alice’s type set $T^a = \{ t^a, v^a \}$

Bob’s strategy set $S^b = \{ L, R \}$

Bob’s type set $T^b = \{ t^b, v^b \}$

Charlie’s strategy set $S^c = \{ X, Y, Z \}$

Charlie’s type set $T^c = \{ t^c \}$
Type Space for Player $c$

Type $t^c$ assigns probability $1/2$ to $(U, t^a, L, t^b)$
and probability $1/2$ to $(D, v^a, R, v^b)$

Brandenburger and Friedenberg op.cit.
Conditions on Type Structures

Conditional Independence (CI):

Charlie’s type $t^c$ should satisfy

$$p(s^a, s^b | t^a, t^b) = p(s^a | t^a, t^b) \times p(s^b | t^a, t^b)$$
whenever $p(t^a, t^b) > 0$

(likewise for $b$, and for Ann and Bob)

Sufficiency (SUFF):

Charlie’s type $t^c$ should satisfy

$$p(s^a | t^a, t^b) = p(s^a | t^a)$$
whenever $p(t^a, t^b) > 0$

(likewise for $b$, and for Ann and Bob)

Under CI and SUFF:

If $p(t^a, t^b) = p(t^a) \times p(t^b)$, then $p(s^a, s^b) = p(s^a) \times p(s^b)$

In words, a correlated assessment about strategies implies a correlated assessment about types (no physical correlation)

Brandenburger and Friedenberg op.cit.
Type Spaces for Players $a$ and $b$

$t^a$ assigns probability 1 to $(L, t^b, Y, t^c)$

$v^a$ assigns probability 1 to $(R, v^b, Y, t^c)$

$t^b$ assigns probability 1 to $(U, t^a, Y, t^c)$

$v^b$ assigns probability 1 to $(D, v^a, Y, t^c)$

Brandenburger and Friedenberg op.cit.
Back to the Example of Correlation

All types of each player satisfy CI and SUFF

For Charlie, the strategy-type pair \((Y, t^c)\) is rational

For Alice, the strategy-type pairs \((U, t^a)\) and \((D, u^a)\) are rational

For Bob, the strategy-type pairs \((L, t^b)\) and \((R, u^b)\) are rational

Also, each type for each player assigns positive probability only to rational strategy-type pairs for the other players

By induction, each of these strategy-type pairs is therefore consistent with RCBR

In particular, Charlie can play \(Y\) under RCBR

Technical notes:

(i) The formal treatment of CI and SUFF involves bimeasurability of the type maps \(\lambda^i\)

(ii) If there are redundant types, then the conditioning must be on hierarchies

(iii) The full definitions of CI and SUFF are on infinite type spaces

Brandenburger and Friedenberg op.cit.
The Question

What strategies can be played in a game under the requirements of CI, SUFF, and RCBR – call this “intrinsic correlation”?

What we know so far:

Note: Brandenburger and Dekel (1987) show that correlated rationalizability (= IU) is equivalent to subjective correlated equilibrium (Aumann, 1974)
Second Example of Correlation

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>C</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>U</strong></td>
<td>0,0,2</td>
<td>0,0,2</td>
<td>0,1,2</td>
</tr>
<tr>
<td><strong>M</strong></td>
<td>0,0,0</td>
<td>0,0,0</td>
<td>0,1,0</td>
</tr>
<tr>
<td><strong>D</strong></td>
<td>1,0,2</td>
<td>1,0,2</td>
<td>1,1,2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>C</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>U</strong></td>
<td>1,1,1</td>
<td>0,1,0</td>
<td>0,1,0</td>
</tr>
<tr>
<td><strong>M</strong></td>
<td>1,0,0</td>
<td>0,0,1</td>
<td>0,1,0</td>
</tr>
<tr>
<td><strong>D</strong></td>
<td>1,0,0</td>
<td>1,0,0</td>
<td>1,1,0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>C</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>U</strong></td>
<td>0,0,0</td>
<td>0,0,0</td>
<td>0,1,0</td>
</tr>
<tr>
<td><strong>M</strong></td>
<td>0,0,2</td>
<td>0,0,2</td>
<td>0,1,2</td>
</tr>
<tr>
<td><strong>D</strong></td>
<td>1,0,2</td>
<td>1,0,2</td>
<td>1,1,2</td>
</tr>
</tbody>
</table>

\[ \text{Prob}(L, Y) = 1 \]

\[ \text{Prob}(U, Y) = 1 \]

\[ \text{Prob}(U, L) = \text{Prob}(M, C) = 1/2 \]

Every strategy is iteratively undominated

Brandenburger and Friedenberg op.cit.
An Impossibility Theorem

Informally:

If \((U, t^a)\) and \((M, v^a)\) satisfy RCBR (for Alice), then the associated hierarchies of beliefs are equal

If \((L, t^b)\) and \((C, v^b)\) satisfy RCBR (for Bob), then the associated hierarchies of beliefs are equal

Therefore, if \((Y, t^c)\) satisfies RCBR (for Charlie), the picture must be as follows ...

Brandenburger and Friedenberg op.cit.
An Impossibility Theorem contd.

But CI requires Charlie’s conditional measure, conditional on any horizontal plane, to be a product measure — contradiction!

Brandenburger and Friedenberg op.cit.
An Impossibility Theorem contd.

Formally:

There is a game $G$ and a correlated rationalizable (= IU) strategy $s^i$ of $G$, such that the following holds: For any type structure, there does not exist a state at which each type satisfies CI, RCBR holds, and $s^i$ is played.

There is an analogous theorem for SUFF.

Notes:

The implication is that our theory of intrinsic correlation is distinct from the existing theory of correlation in non-cooperative games.

Epistemic game theory is central to discovering this new theory.

Brandenburger and Friedenberg op.cit.
Routes to Correlation

Independent rationalizability (no correlation!)

Intrinsic correlation (our route)

Correlated rationalizability (extrinsic correlation à la Aumann signals)
Routes to Correlation contd.

Q: What are the implications of intrinsic correlation in economic settings — including macroeconomic settings?

(Example? Charlie thinks Alice and Bob either both do not change prices or both change prices, because he thinks their hierarchies of beliefs about other price movements are correlated)

A fourth route: Physical correlation

Charlie thinks that Alice and Bob jointly choose their strategies, even though he makes his decision in his own “cubicle”

This asymmetry can be avoided by moving to cooperative game theory, in which joint action by all subsets of players is considered

At the least, the boundary between non-cooperative and cooperative game theory is more blurred than usually thought

Q: Could cooperative game theory find new applications in macroeconomics?