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1 Introduction

1.1 Background and Motivation

When two or more identical firms engage in Bertrand competition, the standard prediction of economic theory is that the price of a homogenous good will be competed down to cost. The model is therefore consistent with the “law of one price.” But as Varian (1980) noted forty years ago, “the law of one price is not a law at all,” and price dispersion even for homogenous goods seems to be an ubiquitous feature of the market economy. Since the time of Varian’s writing, a large literature has developed various equilibrium theories of the price distribution that are consistent with the failure of the law of one price. An essential feature of these theories is that firms face uncertainty about the amount of competition and, in particular, that there is not common knowledge of whether there are at least two firms competing for a given consumer. Many explanations have been proposed for why common knowledge would fail, including unobserved consumer search, advertising, or because of the influence of intermediaries on the flow of information in the market, and we discuss these theories and evidence below.

The success of this literature in providing so many theories of the equilibrium price distribution is also a curse. Which of the various mechanisms driving the price distribution is empirically relevant and should be used for understanding behavior in a particular market? Even if we fix the theoretical model, the sale price distribution that arises in equilibrium often depends on features of preferences which may be difficult or impossible to measure, such as the psychological cost to consumers of obtaining price quotes. Finally, for the sake of tractability, many of these models make strong simplifying assumptions about firms’ knowledge of how much competition they face. In particular, much of the literature assumes that firms only know the ex ante distribution of the number of firms competing for a given consumer. This assumption is extreme: while it allows for a non-degenerate price distribution, we will see that it implies that the expected sale price is the same as it would be if firms had complete information about the number of competing firms.\textsuperscript{1} Thus, the standard search models explain non-classical price distributions, but they cannot explain non-classical average price levels.

In this paper, we develop predictions about the equilibrium distribution of sale prices that hold across a wide variety of models. A central object in models of the price distribution is the number of price quotes that a consumer receives, which we refer to as the price count. Price dispersion is driven by firms’ uncertainty about the consumer’s price count.

\textsuperscript{1}In fact, it is the same surplus the firm would obtain if they only targeted captive consumers, for whom the firm is a monopolist. See Corollary 3 below.
Rather than modeling the origins of the price count, we instead take as a primitive the distribution of the price count (something that is now being measured in empirical work discussed below). We are agnostic about how much firms know about the price count: there may be complete information about the price count, as in the standard models of monopoly and perfect Bertrand competition; no information as in the simultaneously search models of Varian (1980) and Burdett and Judd (1983); or any other form of common-prior higher order beliefs. For any such model of beliefs and a Bayesian equilibrium, the firms’ strategies induce a distribution over the sale price, i.e., the lowest price offered by the firms and the price at which trade occurs. It is the sale price distribution that determines consumer and producer welfare.

1.2 Results

Our main result, Theorem 1, is a tight upper bound on the equilibrium sale price distribution, in the sense of first-order stochastic dominance. The bound holds across all common-prior beliefs consistent with the given price count distribution. This bound immediately translates into an upper bound on producer surplus and a lower bound on consumer surplus.

Theorem 1 provides an empirical test for collusion: If the observed sale price distribution is not below the bound corresponding to the observed price count distribution, then prices cannot be explained by Bertrand competition under incomplete information. The theorem also gives a global upper bound on the effect of monopoly power on prices, as we depart from the benchmark of perfect competition: If the probability of monopoly (i.e., a price count of one) is \( \mu \), then revenue can reach a proportion \( \sqrt{\mu (2 - \mu)} \) of monopoly revenue. Thus, a qualitative finding is that if we allow for firms to have partial information about the price count, producer surplus is non-linear in the probability of monopoly, and in fact, marginal revenue in the probability of monopoly is unbounded near \( \mu = 0 \). Under either no information or complete information, revenue is linear in \( \mu \). Thus, a small amount of monopoly power may translate into rents for firms that are much larger than that suggested by either information benchmark.

The bound we construct is based on the following logic: If the distribution of prices were too high—for example, if all firms priced at the monopoly level—then firms would obviously have an incentive to undercut and thereby gain more sales. This suggests that there are non-trivial bounds on how high the price distribution can go, and that the critical equilibrium constraints are those associated with cutting prices. We focus on a particular class of deviations, whereby for some fixed price level, firms deviate by pricing at the minimum of that level and whatever price they would have set in equilibrium. We refer to this as a uniform
downward deviation. We show that the requirement that firms not want to uniformly deviate downward can be expressed as a constraint on the sale price distribution. We further show that there is a highest sale price distribution that satisfies all of the uniform downward incentive constraints, which is associated with firms being indifferent to all uniform downward deviations.

To show that the bound is tight, we explicitly construct a model of beliefs and equilibrium pricing strategies for firms that attain the bound. The critical beliefs are induced by signals of the following form: Each firm observes a positive integer which is a lower bound on the realized price count, and at least one firm observes the true price count. One interpretation of this information structure is that firms are quoted in a random order, and each firm observes a subset of the firms that were quoted before them, with firms that are quoted last seeing all other quoted firms. In equilibrium, firms randomize prices over intervals that decrease in the number of other firms they observe, so that the sale is always made by a firm who observes the highest price count.

Theorem 1 takes the price count distribution as given. A critical question is whether the bound still applies when the price count is endogenized. Immediately after proving the Theorem 1, we consider a variety of extensions, suggested by the literature, that microfound the price count distribution. These extensions can be broadly grouped into two categories. First, there are models in which price counts and firms’ prices depend on expectations of firms’ equilibrium pricing behavior, but price counts and other firms’ prices do not react when a firm deviates from their equilibrium strategy. In this case, we say that the model has no feedback. Any model in which price counts and prices are simultaneously determined, such as Burdett and Judd (1983), falls into this category. Our bounds immediately apply to any model with no feedback, because the critical deviation that pins down our bound, in which firms cut prices without affecting price counts is still available, and generates the same surplus for the deviator as in our baseline model.

The other category of extensions are those in which there is feedback from firms’ realized prices to price counts and other firms’ prices. As a result, a price deviation could result in a different surplus for the deviator than if we held fixed the equilibrium joint distribution of price counts and other firms’ prices. The simplest examples of models with feedback are Stackelberg pricing, in which the leading firm’s price directly affects the follower’s price, and sequential search, such as Stahl (1989, 1996), in which prices affect the price count through consumer’s search behavior. Our bounds do not hold for the Stackelberg game, but they do apply in the sequential search model, given some additional assumptions. A key question is whether price cuts cause price counts to increase or decrease. In sequential search, there is a tendency for lower prices to lead to less search, and hence lower price counts. This
effect makes the uniform downward deviations more attractive, so that the inequalities that lead to our bound must still hold. We present conditions under which this logic is exactly correct. We also discuss plausible scenarios where consumers learn about market conditions from prices in such a way that lower prices could lead to more search, in which case our bounds might no longer hold.

After endogenizing the price count, we consider various extensions. We use our methodology to analyze what happens when firms have no information beyond the ex ante distribution of the price count. Here we show that there is a unique symmetric equilibrium under which the expected price is the same as under complete information. The induced sale price distribution is less dispersed than under complete information. Thus, there is no tight lower bound on the sale price distribution corresponding to our tight upper bound. We can, however, characterize a tight lower bound on the expected price, which is attained under no information and complete information. Finally, largely for notational convenience, we carry out our analysis for the case where there is single-unit demand and firms are all equally likely to be quoted. However, our upper bound on the sale price generalizes to downward sloping demand and asymmetric probabilities of being quoted, although the bound is not necessarily attained with asymmetric quoting.

1.3 Related Literature

The last fifty years has seen an explosion of theoretical work on understanding the failure of law of one price, by providing micro-foundations for the failure of common knowledge that the price count is at least two. This failure can occur even with free entry and low costs for the consumers to search, and low costs for sellers to publicly post prices or information intermediaries to collect, advertise and distribute prices: see, for example, Stigler (1961), Diamond (1971), Rothschild (1973), Varian (1980), Burdett and Judd (1983), Stahl (1989; 1996), and Baye and Morgan (2001). These models show the possibility of price dispersion, but are not sharply distinguished. Because this literature typically assumes firms do not have information about the price count, the expected price is the same as in the complete information case. This paper offers a novel perspective on this literature, abstracting from the fine details of how the price count and firms’ information about the price count is generated. Instead, we take the price count distribution as given and identify novel tight bounds on equilibrium prices that are consistent with that price count distribution.

There is also a substantial literature on empirical price distributions, which has found that price dispersion has persisted and sometimes increased in the internet age: see Baye, Morgan, and Scholten (2006) for an early survey. The focus of this literature is on the
dispersion of realized prices in the cross-section. By contrast, we make predictions about the
sale price distribution, i.e., the distribution of prices at which sales take place.

Our theoretical result links the price count distribution (however determined) to the sale
price distribution. What is known about the price count distribution? The early empirical
literature has no information on the price count. But Hong and Shum (2006) show how to
identify the price count distribution, under the assumption that firms have no information
about the price count and are following equilibrium pricing strategies revealed by the em-
pirical price distribution. They then use the price count distribution to identify the search
cost under the assumption that the price count distribution in generated by the equilib-
rium of a simultaneous search model. Our bounds could be used to test the robustness of
this identification to the information structure, i.e., we could establish an upper bound on
the price count distribution consistent with observed prices and any information structure.
More recently, browser history has been used to provide direct evidence on the price count
distribution (e.g., De los Santos, Hortacsu, and Wildenbeest, 2012).

Our model has many firms selling to a single consumer with unknown price count. There
is a mathematically equivalent interpretation in which there is a continuum of consumers
with heterogeneous price counts, and firms price discriminate based on what they know about
consumers’ types. If uniform pricing were imposed on firms, then it would be as if they had no
information and the equilibrium would correspond to the no-information case we also analyze.
Armstrong and Vickers (2019) analyze this problem with this interpretation, examining
how prices (and so profits) and consumer surplus vary between price discrimination and
uniform pricing. Our model is less general in some dimensions, as we focus on a symmetric
count distribution and assume unit demand, whereas they allow asymmetric distributions
over price quotes and general demand functions. The latter restriction does not alter the
analysis of prices, but it means we have less to say about consumer surplus. Our model is
more general in allowing (less importantly) many firms throughout and (more importantly)
general asymmetric information structures, whereas Armstrong and Vickers (2019) restrict
attention to public information (meaning all firms observe the same public signal about
the price count). Under a symmetric price count distribution, they showed that—with two
firms—price discrimination raises revenue when firms have public information, while we show
that it holds true for arbitrary information. And we identify an information structure with
differential and private information under the which the sale price distribution is higher than
under any public information structure.

While we frame our results in terms of firms offering prices to consumers, the model can
also be used to study the wage distribution in a market where several firms make take-it-or-
leave-it employment offers to workers (cf. Mortensen, 2003; Rogerson, Shimer, and Wright,
2005). Under this interpretation, our main result relates the distribution of workers’ job search activity (analogous to the price count) to the distribution of wages (analogous to sale prices). Theorem 1 could be used to test whether empirical wage distributions is consistent with competitive wage setting, given workers’ labor search behavior.

In solving for what happens in all information structures for a fixed static game, we follow a general methodology described in Bergemann and Morris (2013, 2016). Bergemann, Brooks, and Morris (2017) have applied this methodology to first-price auctions where bidders do not necessarily know their values of the object being sold. The Bertrand pricing game that we analyze is strategically equivalent to a particular first-price procurement auction, where firm know their costs (which is equivalent to knowing their values in a standard auction). Restricting attention to information structures where bidders know their values makes the problem harder to solve, by imposing more constraints on higher-order beliefs. Our current results generalize arguments developed in Bergemann, Brooks, and Morris (2017) to account for the additional informational constraints.\(^2\)

We also report informational robustness results for an extensive form game: the sequential search game. Makris and Renou (2017) extend the methodology of Bergemann and Morris (2013, 2016) to general extensive form games, and illustrate the approach using a pricing game.

This paper goes beyond the methodology described in Bergemann and Morris (2013, 2016) by establishing results that hold across a wide variety of games. Sutton (1991) has argued that it is a major weakness of modern theoretical industrial organization that results seem sensitive to the exact extensive form used to model a given strategic environment and proposes that theorists find results that are robust to the exact extensive form. Segal and Whinston (2003) is one paper that follows up on this concern, by identifying the robust properties of bilateral contracts independent of the exact process of reaching agreement on contracts. Doval and Ely (2020) provide a general characterization of attainable equilibrium outcomes if any extensive form as well as any information structure is possible, for a given game specifying actions and payoffs. This paper considers more structured classes of alternative games in the particular context of price competition.

The rest of this paper proceeds as follows. Section 2 describes our model of Bertrand pricing under incomplete information. Section 3 illustrates our results by way of a simple two-firm example. Section 4 contains our main result, Theorem 1, which describes a tight upper bound on the equilibrium sale price distribution as a function of the price count distribution. In Section 5, we consider various extensions of the basic model in which the price count distribution is endogenized and for which Theorem 1 continues to hold. Section

\(^2\)The connection with auction theory is discussed in detail in Section 4.6.
6 discusses several further topics and extensions, and Section 7 is a conclusion. Omitted proofs are in the Appendix.

2 Model

A single consumer has a willingness to pay \( v > 0 \) for a single unit of a homogeneous good. There are \( N \) firms, indexed by \( i \in \{1, \ldots, N\} = \mathcal{N} \), who can produce the good at zero cost.\(^3\) The consumer receives price quotes from a subset of those firms. The price count is the number of price quotes \( n \) that the consumer receives. The price count is random and we write \( \mu \in \Delta(\{1, \ldots, N\}) \) for the ex ante distribution of the price count. Given the price count \( n \), all firms are equally likely to be quoted.\(^4\) The set of quoted firms is \( \tilde{\mathcal{N}} \subseteq \mathcal{N} \), with each such set having equal likelihood of \( 1/(\binom{N}{n}) \), conditional on \( n \). We will focus on the single consumer interpretation of our model, but as usual, there is an alternative interpretation in which there is a continuum of consumers and \( \mu(n) \) is the proportion of consumers who obtain \( n \) price quotes. We will reference this interpretation occasionally in discussing our results.

An information structure consists of measurable sets of signals \( T_i \) for each firm, and for each \( \tilde{\mathcal{N}} \subseteq \mathcal{N} \), a joint probability measure \( \pi_{\tilde{\mathcal{N}}}(t_{\tilde{\mathcal{N}}}) \) on \( \prod_{i \in \tilde{\mathcal{N}}} T_i \). The interpretation is that when firms in \( \tilde{\mathcal{N}} \) are quoted, each quoted firm \( i \in \tilde{\mathcal{N}} \) receives a signal \( t_i \), and with the joint distribution of signals given by \( \pi_{\tilde{\mathcal{N}}} \).

Given an information structure, firms choose prices conditional on their signals. We assume, without loss, that firms set prices between 0 and \( v \). It is notationally convenient to describe price distributions in terms of upper cumulative distribution functions (sometimes referred to as decumulative distribution functions): Conditional on observing signal \( t_i \), the likelihood that firm \( i \) sets a price \( p_i \) greater than \( x \) is given by

\[
F_i(x|t_i) \triangleq \Pr(p_i \geq x|t_i).
\]

We let \( F_i(dp_i|t_i) \) denote the measure over firm \( i \)’s price, and \( F_{\mathcal{N}}(dp|t_{\mathcal{N}}) \) denote the independent joint measure over prices of firms in \( \tilde{\mathcal{N}} \) given their respective signals \( t_{\tilde{\mathcal{N}}} \). When clear from the context, we write \( F(dp|t) \) for \( F_{\mathcal{N}}(dp|t_{\mathcal{N}}) \). We shall use upper cumulative distribution functions for all (price) distributions throughout the paper.

The consumer will buy from one of the firms offering the lowest price, with ties broken

\(^3\)In Section 6, we report how the analysis extends to a setting with general downward sloping demand for a homogenous good rather than unit demand.

\(^4\)In Section 6, we report how our bound continues to hold, but may not be tight, if some firms are more likely to be quoted than others.
uniformly.\(^5\) Given a realized tuple of prices \(p \in \mathbb{R}^{\tilde{N}}\), let

\[
L_{\tilde{N}}(p) = \left\{ i \in \tilde{N} \mid p_i = \min_{j \in \tilde{N}} p_j \right\}
\]

be the set of firms in \(\tilde{N}\) with the lowest price, conditional on firms in \(\tilde{N}\) being quoted at prices \(p\). Then firm \(i\)’s revenue from the strategy profile \(F = (F_1, \ldots, F_N)\) is

\[
R_i(F) = \left( \sum_{n=1}^{N} \frac{\mu(n)}{N} \frac{1}{n} \sum_{\tilde{N} \subseteq \mathbb{N} | |\tilde{N}| = n} \int_{T_{\tilde{N}}} \int_{[0, v]} p_i I_{i \in L_{\tilde{N}}(p)} \frac{1}{|L_{\tilde{N}}(p)|} F_{\tilde{N}}(dp|t_{\tilde{N}}) \pi_{\tilde{N}}(dt_{\tilde{N}}) \right).
\]

The strategy profile \(F\) is an equilibrium if and only if

\[
R_i(F) \geq R_i(F'_i, F_{-i})
\]

for each \(i\) and strategy \(F'_i\).

3 Two Firms

We first illustrate our approach and results for the case of two firms, \(N = 2\). We normalize \(v = 1\), and let the price count be 1 with probability \(\mu\) and 2 with probability \(1 - \mu\). The consumer collects a single (monopoly) quote with probability \(\mu\) and two (competitive) quotes with probability \(1 - \mu\). Thus the consumer gets a quote from firm 1 only with probability \(\frac{1}{2} \mu\), firm 2 only with probability \(\frac{1}{2} \mu\), and both firms with probability \(1 - \mu\). In the continuum interpretation of the model, proportion \(\frac{1}{2} \mu\) are “captive” consumers of firm 1, proportion \(\frac{1}{2} \mu\) are captive of firm 2, and proportion \(\mu\) of consumers are “contested,” and can choose where to purchase.\(^6\)

3.1 Complete Information

First suppose that there is complete information about the price count. If there is one quote, the quoted firm is a monopolist and charges the monopoly price of 1. If there are two quotes, both firms charge the competitive price of 0. Thus the sale price is 1 with probability \(\mu\) and 0 with probability \(1 - \mu\). The equilibrium \((\text{ex ante})\) sale price distribution is denoted by \(S(x)\), i.e., \(S(x)\) is the probability that the lowest price is at least \(x\). Thus, \(S(x)\) is also an

---

\(^5\)The uniform tie breaking assumption is for simplicity of exposition, and in no way impacts our results. An asymmetric tie breaking rule will not impact the fundamental inequality (5) that drives our main result.

\(^6\)This terminology in this interpretation follows Armstrong and Vickers (2019).
upper cumulative distribution function. The function \( S(x) \) is depicted as the blue curve in Figure 2 for \( \mu = \frac{1}{2} \): the probability that the price is at least 0 is 1, and the probability that the price is at least \( x \) for any \( 0 < x \leq 1 \) is \( 1/2 \). In the continuum interpretation, this corresponds to the case where the firm can see if a customer is captive or contested and price discriminate accordingly.

### 3.2 No Information

Now suppose that the firms have no information about the price count or, if they have information, are not able to condition on that information. In the continuum interpretation, this corresponds to the assumption that firms must offer a uniform price and cannot price discriminate. A firm asked to quote a price will therefore assign probability

\[
\frac{\frac{1}{2} \mu}{\frac{1}{2} \mu + (1 - \mu)} = \frac{\mu}{2 - \mu}
\]

to being the monopolist.

This model has a unique mixed-strategy equilibrium where firms randomize over prices in the interval

\[
\left[ \frac{\mu}{2 - \mu}, 1 \right].
\]

Both firms use the same mixed strategy, wherein the probability of choosing price \( p_i \) or above is

\[
F_i(p_i) = \frac{\mu (1 - p_i)}{(1 - \mu) p_i}.
\]

To verify that this is an equilibrium, observe that the expected profit from quoting price \( p_i \) in the support of \( F_j \) is

\[
\left( \frac{\mu}{2 - \mu} + \frac{1 - \mu}{2 - \mu} F_j(p_i) \right) p_i = \frac{\mu}{2 - \mu}.
\]

Prices outside the support of \( F_j \) yield a strictly lower payoff, so that these strategies are an equilibrium. The resulting ex ante sale price distribution is

\[
S(x) = \frac{\mu}{2} (F_1(x) + F_2(x)) + (1 - \mu) F_1(x) F_2(x).
\]

\[
= \mu \left( \frac{\mu (1 - x)}{(1 - \mu) x} \right) + (1 - \mu) \left( \frac{\mu (1 - x)}{(1 - \mu) x} \right)^2.
\]

The no-information sale price distribution is the red curve in Figure 2, again for \( \mu = \frac{1}{2} \). Because firms are always indifferent between the price \( p \) and charging the monopoly price \( p = 1 \), the expected price will equal the industry revenue (sum of the firms’ profits) of \( \mu \).
Thus, even though the no-information and complete-information price distributions cannot be ranked in terms of first-order stochastic dominance, they do have the same mean.

In Section 6.2, we return to no-information case and the comparison with the complete information case. We will see more generally that the expected sale price is the same when there is no information as when there is complete information. Armstrong and Vickers (2019) therefore study an asymmetric model in order to obtain distinct expected prices. However, a key message of our paper is that these two extreme cases are not representative. In particular, both full information and no information minimize the expected sale price.

3.3 Partial Information

We now consider one class of parameterized partially informative information structures for the two firm case and solve for equilibria. It will turn out that this class contains an information structure whose equilibrium sale price distribution first-order stochastically dominates not only those arising under either full information or no information but also under any other information structure.

The information structures are as follows. Each quoted firm \( i \) receives a signal \( t_i \in \{1, 2\} \). If the price count is 1, then the active firm receives a signal 1. If the price count is 2, then with probability \( 1 - 2\alpha \), both firms receive a signal 2, and with the complementary probability exactly one of the firms receives a signal 1 and the other firm receives a signal 2. Thus, the conditional probability distribution of signals only depends on the price count and are as follows (where a signal 0 indicates that the given firm was not quoted):

\[
\begin{align*}
\pi(t | n = 1) & \quad \pi(t | n = 2) \\
0/0 & \quad 0/0 \\
0/0 & \quad 1/0 \\
1/2 & \quad 0/0 \\
2/0 & \quad 0/0 \\
\end{align*}
\]

Figure 1: Signal distribution with two firms.

In effect, a signal 1 means that there is at least one quoted firm, and a signal of 2 means that there are two quoted firms. But when both firms are quoted, at least one firm is always told that both firms were quoted. The parameter \( \alpha \in [0, 1/2] \) controls the dispersion in the beliefs of the market participants. If \( \alpha \) is close to 0, then with high probability both of the firms believe that they are in a competitive environment. If \( \alpha \) is close to 1/2, then one of the firms believes that it is equally likely that it is in a monopolistic or a competitive environment.
In the continuum interpretation, this corresponds to an information structure where—if a consumer is in fact contested—with probability \( \alpha \), firm 1 is told that the consumer is contested; with probability \( \alpha \), firm 2 is told that the consumer is contested; and with probability \( 1 - 2\alpha \), neither is told if the consumer is contested. If the consumer is captive, neither is told.

We now describe an equilibrium where the firm which has received signal \( t_i = 1 \) charges deterministically a high price, \( p_i = 1 \), whereas the firm that receives the signal \( t_i = 2 \) will mix according to:

\[
F_i(p_i) = \frac{\alpha}{1 - 2\alpha} \frac{1 - p_i}{p_i},
\]

with support

\[
\left[ \frac{\alpha}{1 - \alpha}, 1 \right].
\]

We will refer to the firm that receives the signal 2 as “informed,” as such a firm knows the number of equilibrium quotes. Conversely, a firm who receives the signal 1 is “uninformed,” as the firm is uncertain whether it is in a monopoly or in a competitive environment.

We claim that these strategies are an equilibrium if \( \alpha \) is sufficiently small. To see this, observe that the informed firm’s profit from charging price \( p_i \) is generated by two events: with probability \( \alpha \) the other firm observed signal 1 and with probability \( 1 - 2\alpha \) the other firm observed 2. Interim expected profit from setting a price \( p_i \) in the support of \( F_j \) is therefore

\[
\left( \frac{\alpha}{1 - \alpha} + \frac{1 - 2\alpha}{1 - \alpha} F_j(p_i) \right) p_i = \frac{\alpha}{1 - \alpha},
\]

so that the firm with type \( t_i = 2 \) is indeed willing to randomize. Similarly, for the uninformed firm, it is either a monopolist with probability \( \mu/2 \), or it is in competitive environment with probability \( (1 - \mu)\alpha \). We need to ensure that the uninformed firm receives a higher revenue from posting the monopoly price 1 rather than choosing a price \( p_i \in [\alpha/(1 - \alpha), 1) \), which reduces to the following inequality:

\[
\frac{\frac{1}{2} \mu}{\frac{1}{2} \mu + (1 - \mu)\alpha} \geq \frac{\frac{1}{2} \mu + (1 - \mu)\alpha F_j(p_i)}{\frac{1}{2} \mu + (1 - \mu)\alpha} p_i,
\]

and in particular at the lower bound of the support at \( p_i = \alpha/(1 - \alpha) \):

\[
\frac{\frac{1}{2} \mu}{\frac{1}{2} \mu + (1 - \mu)\alpha} \geq \frac{\frac{1}{2} \mu + (1 - \mu)\alpha \frac{\alpha}{1 - \alpha}}{\frac{1}{2} \mu + (1 - \mu)\alpha 1 - \alpha}.
\]
We can rewrite this inequality to isolate $\alpha$:

$$\alpha \leq \alpha^* = \frac{1}{2} \sqrt{\mu(2 - \mu)} - \mu. \quad (1)$$

We note for future reference that since $\sqrt{\mu(2 - \mu)} < 1$, it must be that $\alpha^* < \frac{1}{2}$, so that (1) is not redundant with the requirement that $\alpha \leq \frac{1}{2}$. Moreover,

$$\sqrt{\mu(2 - \mu)} = \sqrt{\mu + \mu(1 - \mu)} > \sqrt{\mu} > \mu,$$

so that $\alpha^* > 0$. Thus, the proposed strategies are an equilibrium as long as (1) holds, and this equation is satisfied for a nontrivial interval of $\alpha$‘s.

It is straightforward to calculate the expected sale price and sale price distribution that are generated in this equilibrium. When a single firm is quoted, that firm receives a signal of 1, and the resulting sale price is 1. Thus, there is an atom of size $\mu$ on a sale price of 1. If two firms are quoted, then either one or two firms receive the signal 2, so that they randomize according to $F_i$ given above. The sale price distribution is therefore

$$S(x) = \mu + (1 - \mu) \left[ \frac{2\alpha}{1 - 2\alpha} \frac{1 - x}{x} + (1 - 2\alpha) \left( \frac{\alpha}{1 - 2\alpha} \frac{1 - x}{x} \right)^2 \right]$$

$$= \mu + (1 - \mu) \frac{\alpha^2}{1 - 2\alpha} \left[ 2 \frac{1 - x}{x} + \left( \frac{1 - x}{x} \right)^2 \right].$$

This formula is of course only correct when it is less than 1. For $x$ sufficiently small, the expression blows up and $S(x) = 1$. As for the expected price, that is even easier to calculate: Firms are always indifferent to setting a price arbitrarily close to 1. A firm setting such a price would always sell the good when a monopolist, and would also sell when they are the only informed firm. Equilibrium producer surplus must therefore be $\mu + (1 - \mu) 2\alpha$.

Notice that the sale price distribution is increasing in $\alpha$ for every $x$, i.e., in the first-order stochastic dominance order. The sale price distribution is therefore maximized at $\alpha = \alpha^*$, and the highest expected sale price is

$$\sqrt{\mu} \left( \sqrt{2 - \mu} \right) \quad (2)$$

This is the upper bound on revenue that we referenced in the introduction. Indeed, Theorem 1 below will show that this information structure and equilibrium maximize both the expected sale price and the sale price distribution.
Continuing our numerical example, when $\mu = \frac{1}{2}$, then

$$\alpha^* = \frac{1}{2} \left( \sqrt{3} - 1 \right) \approx 0.366$$

and the support of the sale price is $[\alpha/(1 - \alpha), 1] \approx [0.577, 1]$. The resulting expected sale price is

$$\sqrt{\mu} \left( \sqrt{2} - \mu \right) = \frac{1}{2} \sqrt{3} \approx 0.866.$$

The corresponding sale price distribution is the yellow curve in Figure 2.

Theorem 1 below establishes that a generalization of this construction delivers the highest possible sale price distribution for any number of firms and price count distribution. The analyses of this section and the next take the price count distribution as exogenous, as in Varian (1980). We will continue the example in Section 5, where we extend the analysis to endogenous price count distributions.

4 A Tight Upper Bound on the Sale Price Distribution

We now present our general results. Rather than studying equilibria directly, we will begin by studying the ex ante sale price distributions can arise in equilibrium. We will first establish an upper bound on the equilibrium sale price distribution, in the sense of first-order stochastic dominance. We then construct an information structure and equilibrium that exactly attain that bound. The bound immediately translates into an upper bound on
equilibrium revenue and a lower bound on consumer surplus.\footnote{We report a lower bound on revenue in Section 6.} Finally, we show that the maximal sale price distribution increases as the price count distributions decreases, both in the first-order stochastic dominance order. We use this observation to give a tight bound on the expected price as a function of the probability that the price count is one.

4.1 A Constraint on the Sale Price Distribution

We first establish notation for the sale price distribution induced by an information structure \((T, \pi)\) and strategy profile \(F\). Let \(S_i(x|n)\) denote the conditional probability that the good is sold by firm \(i\) at a price greater than or equal to \(x\), conditional on there being \(n\) firms quoting prices. This is

\[
S_i(x|n) = \frac{1}{\binom{N}{n}} \sum_{\tilde{N} \subseteq N : i \in \tilde{N}, |\tilde{N}| = n} \int_{T_{\tilde{N}}} \int_{p \in [x, v]} \mathbb{1}_{i \in L_{\tilde{N}}(p)} \frac{I_{i \in L_{\tilde{N}}(p)}}{|L_{\tilde{N}}(p)|} F_{\tilde{N}}(dp | t_{\tilde{N}}) \pi_{\tilde{N}}(dt).
\]

Also let

\[
S(x|n) = \sum_{i=1}^{N} S_i(x|n)
\]

denote the \textit{conditional sale price distribution}, given a price count of \(n\). Finally, let

\[
S(x) = \sum_{n=1}^{N} \mu(n) S(x|n)
\]

denote the \textit{ex ante sale price distribution}.

We will argue that information contained in the sale price distributions \(S_i(x|n)\) are rich enough objects to compute equilibrium revenue. In particular, firm \(i\)'s equilibrium revenue is

\[
\sum_{n=1}^{N} \mu(n) \int_{x=0}^{v} xS_i(dx|n), \tag{3}
\]

and total revenue is

\[
\int_{x=0}^{v} xS(dx). \tag{4}
\]

Our first result is the following integral inequality on the sale price distribution:
Proposition 1 (Upper Bound on Sale Price Distribution).

In any equilibrium, the induced sale price distributions must satisfy, for all \(x \in [0,v]\),

\[
x \sum_{n=1}^{N} \mu(n) nS(x|n) \leq \int_{y=x}^{\infty} yS(dy).
\]

The formal proof of this result is in the Appendix. To develop some intuition for the above inequality, consider the case where there is zero ex ante probability that \(x\) is the sale price, i.e., \(S(\cdot)\) does not have an atom at \(x\). Suppose that we first select a firm at random, and then the selected firm deviates by setting a price of \(x\) whenever they would have set a price greater than \(x\) in equilibrium. We refer to this as a uniform deviation down to \(x\). We claim that the surplus resulting from such a deviation (where we average across which firm is the deviator) is precisely

\[
\sum_{n=1}^{N} \mu(n) \left( \frac{n}{N} xS(x|n) + \frac{1}{N} \int_{y=0}^{x} yS(dy|n) \right).
\]

The expression (6) can be understood as follows: Conditional on the price count being \(n\), there is a \(n/N\) chance that the firm we picked to deviate is observed by the consumer. Conditional on being quoted, there is a probability \(S(x|n)\) chance that the equilibrium sale price would have been above \(x\) (with zero mass on \(x\) itself), so that all firms set a price strictly greater than \(x\). As a result, the deviating firm will set the lowest price, which is equal to \(x\), and make a sale. But if the equilibrium sale price would have been less than \(x\), either (i) the deviating firm would have set a price less than \(x\) in which case they do not change their price, or (ii) another firm has the lowest price which is less than \(x\). As a result, the deviation does not affect which firm has the lowest sale price. Thus, the deviating firm’s surplus is simply what they would have received in equilibrium, i.e., there is a 1/n likelihood of having the lowest price, which is distributed according to \(S(dy|n)\). If no firm wants to deviate in this manner, than it must be that the average surplus from this deviation across firms, given in (6), is less than the firms’ average equilibrium revenue, which is \(1/N\) of (4). Multiplying this inequality by \(N\) yields (5).

The inequality (5) is central to our subsequent analysis. For future reference, we can integrate (5) by parts and rearrange it into the following form

\[
x \sum_{n=1}^{N} \mu(n) (n - 1) S(x|n) \leq \int_{y=x}^{v} S(y) dy.
\]

Here we have used the facts that \(S\) is an upper cumulative, so \(S(dx) = -dS(x)/dx\) and
that \( S(x) = 0 \) for \( x > v \).

### 4.2 The Maximal Price Distribution

To simplify terminology, we will say that an ex ante sale price distribution \( S(\cdot) \) *deters uniform downward deviations* if there exist conditional sale price distributions \( \{S(\cdot|n)\} \) that induce \( S(\cdot) \) and satisfy (5). We now show that there is an ex ante sale price distribution \( \overline{S}(\cdot) \) that deters uniform downward deviations and first-order stochastically dominates every other ex ante sale price distribution that deters uniform downward deviations. A fortiori, \( \overline{S}(\cdot) \) also first-order stochastically dominates every equilibrium ex ante sale price distribution. The next section will construct a model of information and an equilibrium which generate \( \overline{S}(\cdot) \), thus showing that it is a tight upper bound on the equilibrium sale price distribution.

The distribution \( \overline{S}(\cdot) \) is induced by conditional sale price distributions \( \{\overline{S}(\cdot|n)\} \) that have the following *ordered supports* property: There is a decreasing sequence of cutoff prices \( v = x_0 > x_1 > x_2 > \cdots > x_N \) such that the support of \( \overline{S}(\cdot|n) \) is \([x_n, x_{n-1}]\). The cutoffs, and the functional form of \( \overline{S}(\cdot|n) \), are chosen to satisfy (5) with equality at all \( x \in [x_N, x_0] \). In particular, \( \overline{S}(\cdot|1) \) puts probability one on \( v \), and for \( n > 1 \),

\[
\overline{S}(x|n) = \frac{(x_n/x)^{n-1} - (x_n/x_{n-1})^{n-1}}{1 - (x_n/x_{n-1})^{n-1}}. \tag{8}
\]

Note that \( \overline{S}(x_{n-1}|n) = 0 \) and \( \overline{S}(x_n|n) = 1 \). Finally, the cutoffs \( x_n \) for \( n > 1 \) are

\[
x_n = v \left( \prod_{m=1}^{n} \left( \frac{Q_{m-1}}{Q_m} \right)^{\frac{m-1}{m}} \right), \tag{9}
\]

where

\[
Q_m = \sum_{l=1}^{m} l \mu(l). \tag{10}
\]

To visualize this construction, consider the case where \( v = 1 \) and there is a uniform distribution on the price count, so that \( \mu(n) = 1/N \) for all \( n \), i.e., the price count is uniformly distributed. We studied this example in the case where \( N = 2 \) in the previous section. Figure 3 plots \( \overline{S}(x|n) \) in the case where \( N = 5 \). The resulting ex ante sale price distribution \( \overline{S}(\cdot) \) places a mass point of size \( \mu(1) \) on \( v \), and for \( x \in [x_n, x_{n-1}] \) for \( n > 1 \),

\[
\overline{S}(x) = \mu(n) \overline{S}(x|n) + \sum_{m=1}^{n-1} \mu(m). \tag{11}
\]
In Figure 4 in Section 4.5, we plot the ex ante sale price distribution for various values of $N$ including $N = 2$ and $N = 5$.

We now show the following:

**Proposition 2** (\( \bar{S} \) Deters Uniform Downward Deviations).

The distributions \( \{ \bar{S} (\cdot \mid n) \}_{n=1}^N \) satisfy (5) for all \( x \in [0, v] \). As a result, \( \bar{S} \) deters uniform downward deviations.

**Proof of Proposition 2.** We verify (5) using the reformulation in (7). Note that when \( x = v \), both sides are equal to zero, so that the constraint is satisfied. Thus, it is sufficient to verify that both sides of (7) have the same derivative. When \( x \in [x_n, x_{n-1}] \), the derivative of the
left-hand side is

$$\sum_{m=1}^{n} \mu (m) (m - 1) \overline{S} (x|m) + x \mu (n) (n - 1) \frac{d}{dx} \overline{S} (x|n)$$

$$= \sum_{m=1}^{n-1} \mu (m) (m - 1) + \mu (n) (n - 1) \left[ \frac{\left( \frac{x_n}{x} \right)^{n-1} - \left( \frac{x_n}{x_{n-1}} \right)^{n-1}}{1 - \left( \frac{x_n}{x_{n-1}} \right)^{n-1}} - \frac{n}{n-1} \frac{\left( \frac{x_n}{x} \right)^{n-1}}{1 - \left( \frac{x_n}{x_{n-1}} \right)^{n-1}} \right]$$

$$= Q_{n-1} - \sum_{m=1}^{n-1} \mu (m) - \mu (n) \left[ (n - 1) - \frac{\left( \frac{x_n}{x} \right)^{n-1} - \left( \frac{x_n}{x_{n-1}} \right)^{n-1}}{1 - \left( \frac{x_n}{x_{n-1}} \right)^{n-1}} - \frac{n}{n-1} \frac{\left( \frac{x_n}{x} \right)^{n-1}}{1 - \left( \frac{x_n}{x_{n-1}} \right)^{n-1}} \right]$$

$$= Q_{n-1} - \sum_{m=1}^{n-1} \mu (m) - \mu (n) \left[ \overline{S} (x|n) + \frac{n}{n-1} \frac{Q_{n-1}}{Q_n - Q_{n-1}} \right]$$

$$= Q_{n-1} - \sum_{m=1}^{n-1} \mu (m) - \mu (n) \left[ \overline{S} (x|n) + \frac{n}{n-1} \frac{Q_{n-1}}{n \mu (n)} \right] = -\overline{S} (x),$$

which is precisely the derivative of the right-hand side of (7). In this derivation, we have used, in sequence, the definition of \( \overline{S} (x|n) \), the definition of \( S_{n-1} \), the definitions of \( x_n \) and \( x_{n-1} \), and finally the definitions of \( Q_n \) and \( Q_{n-1} \). Finally, the right-hand side has a derivative of zero when \( x < x_N \), whereas the left-hand side is decreasing, so that the constraint is strictly satisfied for \( x \in [0, x_N] \).

Next, given ex ante sale price distributions \( S \) and \( S' \), we say that \( S \) first-order stochastically dominates \( S' \) if for all \( x \in [0, v] \), \( S (x) \geq S' (x) \). We now argue that not only does \( \overline{S} \) deter uniform downward deviations, but it also first-order stochastically dominates every other distribution satisfying the same:

**Proposition 3** (First-Order Stochastic Dominance).

*If the ex ante sale price distribution \( S \) deters uniform downward deviations, then \( \overline{S} \) first-order stochastically dominates \( S \).*

The proof of this result is in the Appendix. Here we sketch the three main steps. First, we argue that when maximizing the ex ante sale price distribution, it is without loss to consider distributions that have ordered supports, meaning that the supports of \( S (\cdot|n) \) are intervals of the form \([y_n, y_{n-1}]\), where \( \{y_n\}_{n=1}^{N} \) is an increasing sequence. In other words, the sale price is perfectly “negatively correlated” with the price count. The reason is that
holding fixed \( S(\cdot) \), it is always possible to define new conditional distributions so that \( n \) and \( x \) are negatively correlated, which leaves the right-hand side of (5) unchanged but decreases the left-hand side, thereby relaxing the constraint. Second, we argue that it is without loss to consider distributions for which (5) holds as an equality. If not, it is possible to increase push up the sale price distribution everywhere, while still satisfying (5). Third, we show that the ordered supports property, together with (5) as an equality, reduce to a first-order differential equation whose unique solution is the distribution \( \overline{S} \).

### 4.3 Attaining the Bound

We now construct an information structure and equilibrium that attain the upper bound distribution of sale prices. Each firm receives signals in \( \overline{T}_i = \{1, \ldots, N\} \). First, for \( n > 1 \) and \( n \geq k > 1 \), we define

\[
\alpha(k|n) = \frac{Q_{k-1}x_{k-1} \left( \frac{x_{k-1}}{x_k} \right)^{\frac{1}{n-1}} - 1}{Q_{n-1}x_{n-1} \left( \frac{x_{n-1}}{x_n} \right)^{\frac{1}{n-1}}},
\]

and

\[
\alpha(1|n) = \frac{Q_1u}{Q_{n-1}x_{n-1} \left( \frac{x_{n-1}}{x_n} \right)^{\frac{1}{n-1}}},
\]

and

\[
\beta_n = 1 - (1 - \alpha(n|n))^n.
\]

The signals are then generated according to the following distribution:

\[
\pi_{\widetilde{N}}(t_{\widetilde{N}}) = \begin{cases} 
\frac{1}{|\widetilde{N}|} \Pi_{i} \alpha \left( t_i \left| \left| \widetilde{N} \right| \right. \right) & \text{if } \left\{ i \in \widetilde{N} | t_i = \left| \widetilde{N} \right| \right\} > 0; \\
0 & \text{otherwise.}
\end{cases}
\]

Thus, the signals are generated by taking independent draws from \( \alpha \left( \cdot \left| \left| \widetilde{N} \right| \right. \right) \) and throwing out realizations where all firms draw numbers less than \( \left| \widetilde{N} \right| \), the realized price count. An interpretation of the signal is that it is a noisy observation of the price count. At least one firm observes the true price count, while the others observe numbers that are weakly lower. A key feature is that firms receive a signal that gives a hard lower bound on the price count. This is natural if we assume that the consumer collects prices sequentially and firms see a subset of the firms from whom the consumer has collected prices so far. However, it is important that at least one firm sees all of the firms that have been quoted.
Finally, firms use the pricing strategy

$$F_i(p_i|k) = G(p_i|k) = \frac{\left(\frac{x_k}{p_i}\right)^{k-1} - \left(\frac{x_k}{x_{k-1}}\right)^{k-1}}{1 - \left(\frac{x_k}{x_{k-1}}\right)^{k-1}}. \quad (14)$$

We are now ready to state the following result:

**Proposition 4 (Maximal Information and Equilibrium).**

The strategies $F$ defined by (14) are an equilibrium for the information structure $(T, \pi)$, and these strategies induce $\mathbb{S}$ as the equilibrium ex ante sale price distribution.

The complete proof is in the Appendix. We first verify that $\pi$ as defined in (13) is in fact a probability distribution. We then show that this information structure and strategies induce the upper bound ex ante sale price distribution $\mathbb{S}$. This is essentially an application of the binomial theorem: When the price count is $n$, the number of firms that observe a signal of $n$ is a truncated binomial, where at least one firm must observe $n$. We then compute the expectation of $(G(x|n))^k$ over the number of firms $k$ that observe a signal $n$, which is exactly $\mathbb{S}(x|n)$.

Finally, we show that the strategies in (14) are an equilibrium. This is established by separately considering upward and downward deviations. For upward deviations, it is shown that a firm with signal $s_i = n$ strictly prefers to price in $[x_n, x_{n-1}]$ than any price greater than $x_{n-1}$. For downward deviations, we show that firms are indifferent between all prices in $[x_N, x_{n-1}]$. In fact, this is necessary in order to attain the bound on the price distribution: The constraint (7) says that for each $x$, firms on average do not want to uniformly deviate down to $x$. The critical distribution $\mathbb{S}$ satisfies these constraints as equalities, meaning that firms are on average indifferent to uniform downward deviations. Of course, in equilibrium, firms cannot want to deviate in any manner, so it must be that all firms are indifferent to uniform downward deviations; otherwise, if some firm had a strict preference not to deviate, some other firm would have a strict preference to deviate. By a similar logic, if firms do not benefit on average by deviating down to $x$ from all equilibrium prices above $x$, they must in fact be indifferent to deviating down from any given price above $x$. Thus, firms must be indifferent to *all* downward deviations. As we argue in the formal proof, this is precisely the case for the information structure and strategies we constructed.
4.4 Main Result

We now state our main result:

**Theorem 1** (First-Order Stochastic Dominance). 
Fix a price count distribution $\mu$. In any information structure $\{T, \pi\}$ and equilibrium $F$ consistent with $\mu$, the distribution of sale prices must be first-order stochastically dominated by $\overline{S}$ given by (8)–(11). Moreover, there exists an information structure and equilibrium consistent with $\mu$ for which $\overline{S}$ is the equilibrium sale price distribution.

An immediate corollary of Theorem 1 is the following characterization of welfare:

**Corollary 1** (Maximum Producer Surplus and Minimum Consumer Surplus).
Maximum producer surplus across all information structures and equilibria consistent with the price count distribution $\mu$ is $R = \int_{[0,v]} x\overline{S}(dx)$. Minimum consumer surplus across all information structures and equilibria consistent with the price count distribution $\mu$ is $v - R$.

Proof of Corollary 1. Clearly, producer surplus is the expectation of the sale price, and since $\overline{S}$ is an equilibrium sale price distribution and first-order stochastically dominates every equilibrium sale price distribution, maximum expected producer surplus is the expected sale price under $\overline{S}$. Since the good is always sold, total surplus is always $v$, and hence minimum consumer surplus is $v - R$. $\square$

4.5 Comparative Statics and an Elementary Bound on the Expected Sale Price

We now report a simple and intuitive comparative static. Given two price count distributions $\mu$ and $\mu'$, we say that $\mu$ first-order stochastically dominates $\mu'$ if $\sum_{k=1}^{n} \mu(k) \geq \sum_{k=1}^{n} \mu'(k)$ for all $n$.

**Proposition 5** (Price Count and Equilibrium Sale Price Distribution).
Let $\mu$ and $\mu'$ be price count distributions, with corresponding upper bounds $\overline{S}$ and $\overline{S}'$. If $\mu'$ first-order stochastically dominates $\mu$, then $\overline{S}$ first-order stochastically dominates $\overline{S}'$.

Thus, as the price counts increases, the environment becomes more competitive, and the maximal sale price distribution shifts down. Holding fixed $\mu(1)$, the sale price distribution is therefore maximized when the remaining mass in the price count distribution is on $n = 2$. We therefore have an elementary bound on the expected sale price:

$$v \sqrt{\mu(1)(2 - \mu(1))}$$
Figure 4: Sale price distributions for different $N$ and uniform price counts. Kinks occur at the cutoffs $x_n$ which are boundaries between the supports of conditional sale price distributions, as depicted in Figure 3.

We illustrate this with our uniform example with $v = 1$ and $\mu(n) = 1/N$ for all $n$. In Figure 4 we display the ex ante sale price distribution as we vary the expected number of price quotes (and the maximal number of price quotes). As we increase the number of firms, the maximum sale price distribution decreases in the sense of first-order stochastic dominance.

Proof of Proposition 5. We will show the result for the case when $\mu$ is obtained from $\mu'$ by shifting a mass of $\epsilon$ from $n + 1$ to $n$, i.e.,

$$\mu(k) = \begin{cases} 
\mu'(n) + \epsilon, & \text{if } k = n; \\
\mu'(n + 1) - \epsilon, & \text{if } k = n + 1; \\
\mu'(k), & \text{otherwise.}
\end{cases}$$

Any $\mu$ that is first-order stochastically dominated by $\mu'$ can be obtained via a finite sequence of such shifts, so that this special case implies the general result in the statement of the proposition.

To that end, let $\{S'(\cdot|k)\}_{k=1}^N$ be conditional distributions that satisfy (5) for the price
count distribution $\mu'$. Let us define

$$S'(x|k) = \begin{cases} 
\frac{\mu(n) - \epsilon}{\mu(n)} S'(x|n) + \frac{\epsilon}{\mu(n)} S'(x|n+1), & \text{if } k = n; \\
S'(x|k), & \text{otherwise.}
\end{cases}$$

The induced ex ante distribution is precisely $S'$, so that the right-hand side of (5) is unchanged. But the left-hand side is now

$$x \sum_{k=1}^{N} \mu(1) k S(x|k) = x \left( \sum_{k=1}^{N} \mu'(1) k S'(x|k) - \epsilon (n + 1) S'(x|n + 1) + \epsilon n S'(x|n + 1) \right)$$

$$= x \left( \sum_{k=1}^{N} \mu'(1) k S'(x|k) - \epsilon S'(x|n + 1) \right)$$

$$\leq x \sum_{k=1}^{N} \mu'(1) k S'(x|k).$$

Thus, the left-hand side has decreased, so that $\{S' (\cdot|k)\}_{k=1}^{N}$ satisfy (5) for all $x$. Thus, any ex ante sale price distribution that deters uniform downward deviations for $\mu'$ also deters downward uniform deviations for $\mu$. A fortiori, the bounding distribution $\bar{S}$ for $\mu$ must first-order stochastically dominate $S'$.  

Proposition 5 implies that holding fixed the probability of a single price count, $\mu(1)$, the upper bound on equilibrium sale price distribution is maximized when $\mu(2) = 1 - \mu(1)$, i.e., the price count is either one or two. In that case, the maximum expected sale price is

$$v \sqrt{\mu(1)(2 - \mu(1))}.$$  

In contrast, under either complete information or no information (see Section 6.2 below), the expected sale price is $\mu(1)$. Figure 5 below contrasts the resulting expected revenue as we vary the probability $\mu(1)$. Thus, in the presence of incomplete information, maximum revenue is growing very quickly with the probability $\mu(1)$ of there being a monopoly. In particular, the marginal growth of maximum revenue is unbounded when $\mu(1) \approx 0$. This analysis does, however, show that the expected sale price converges to zero as $\mu(1)$ goes to zero. Thus, we recover the competitive outcome as beliefs converge to common knowledge that there are at least two firms (in the product topology on higher order beliefs). We formalize this result as the following corollary:
Corollary 2 (Competitive Limit).

Among all price count distributions with probability \( \mu(1) \) of a price count of 1, a tight upper bound on the expected sale price is \( v \sqrt{\mu(1)(2 - \mu(1))} \). Thus, marginal revenue with respect to the probability of being a monopolist is, \( 1 - v \sqrt{\mu(1)(2 - \mu(1))} \), which is unbounded at \( \mu(1) = 0 \) where the market is fully competitive.

Conversely, holding fixed \( \mu(1) \), Proposition 5 implies that \( \overline{S} \) is minimized when \( \mu(N) = 1 - \mu(1) \). In this case, (7) becomes

\[
x (1 - \mu(1)) (N - 1) S(x|N) \leq \int_{y=x}^{v} S(y) dy.
\]

Since the right-hand side is bounded above by \( v - x \), this equation implies that \( S(x|N) \) converges to zero pointwise as \( N \) goes to infinity. Thus, when the expected number of firms grows large, revenue converges to the complete information benchmark, and firms only obtain positive revenue when they are monopolists. The upshot is that in order to lift prices above the complete information level, it is insufficient for firms to have partial information about whether they are monopolists; it is also necessary that the price count be relatively small.
4.6 Connection to First-Price Auctions

The pricing game that we analyze here is strategically equivalent to a first-price auction where each bidder has either a low or a high value for a good, and each bidder knows his private value but is uncertain about the value of the other bidders. In the equilibrium of the first-price auction, low-value bidders will always bid the low value, and high-value bidders follow mixed strategies that will depend on their beliefs about the number of other bidders with high values. The pricing game is a procurement auction where bidders quote prices at which they are willing to sell and auctioneer buys at lowest price. The strategies of quoted firms correspond high valuation bidders, while non-quoted firms are like low valuation bidders in the first price auction.

Fang and Morris (2006) analyzed the two-bidder first-price auction in which bidders have known binary private values and also observe additional information about the other bidder’s value. The two firm special case analyzed in Section 3 is equivalent to this case. Fang and Morris (2006) restricted attention to conditionally independent binary noisy signals about the opponent’s value, and noted that that the expected price is necessarily higher with partial information than with either no information or complete information, a result which this paper generalizes. Azacis and Vida (2015) allowed many conditionally independent signals, and also considered the possibility of correlated signals and noted that the critical information structure we identify in Section 3 gives rise to a higher expected price than any conditionally independent signal structure. Our unpublished working paper, Bergemann, Brooks, and Morris (2013), initiated the study of what can be said in first price auctions under all information structures and showed that the highest expected price in the two bidder two value case arose in the critical information structure identified in Section 3. Bergemann, Brooks, and Morris (2013) also provides results on two bidder auctions with binary private values in asymmetric environments not reported in this paper.

Bergemann, Brooks, and Morris (2017) gives characterizes what can happen in general first-price auctions under general information structures. Lemma 1 of Bergemann, Brooks, and Morris (2017) established bounds on the equilibrium bids in the first-price auction, when each bidder is assumed to have no information about his value and those of the competing bidders. Proposition 1 in this paper establishes similar bounds when the bidder knows his own value. This is a different, and in general much harder, problem to solve as there are more constraints on bidders’ possible higher-order beliefs. We are able to completely solve it in this case only because there are only two values (in the standard auction interpretation of the problem). The proof of Theorem 1—establishing that the bound in Proposition 1 is tight and showing that a single sales distribution bounds all possible equilibrium sales...
distributions—has no analogue in our earlier published work.8

5 Endogenizing the Price Count

We have thus far studied equilibrium sale price distributions holding fixed the price count distribution. As discussed in the introduction, there is a plethora of explanations of how the price count distribution is determined. An important question is whether our bounds still apply when we endogenize price counts, e.g., with a dynamic model of consumer search. In this section, we explore this issue in detail by considering various microfoundations of price counts that have been proposed in the literature. In all of these models, the firms’ prices and the price count are jointly determined in equilibrium. There is an important distinction, however, as to how a firm’s price affects the price count and other firms’ behavior. In many of these models, price counts and prices depend only on beliefs about how firms will price in equilibrium. In particular, there is no feedback from realized prices to price counts and to other firms’ prices. Our bounds immediately apply to models with endogenous price counts and no feedback. There are many models, however, that exhibit feedback, meaning that a firm’s realized price directly affects price counts and/or other firms’ prices. Our bounds may or may not extend to models with feedback. We will, however, show that the bounds apply to models with sequential search, as long as prices are not observable to other firms and do not signal market conditions to consumers.

5.1 No Feedback

The price count could be a result of choices made either by consumers, firms, or even other agents who have influence over trade. For example, in Varian (1980), there is an exogenous distribution over the number of price quotations that a consumer observes, with some consumers (“shoppers”) observing all prices and some observing only one. This could be interpreted as arising from heterogeneous costs, with some consumers having positive costs of search and some having zero costs. Burdett and Judd (1983) consider a symmetric model where the consumer chooses a fixed number of quotes to observe and pays a constant cost per quote. Baye and Morgan (2001) consider a model where an intermediary manages a clearinghouse and charge firms and consumers for access. Firms and consumers can always opt out of the clearinghouse and trade in their respective “local” markets. Given the fees

8In Bergemann, Brooks, and Morris (2015), an early version of Bergemann, Brooks, and Morris (2017), we reported further initial steps for the known private value environment with binary values and many players. In particular, Theorem 11 therein gives an implicit and incomplete characterization of maximal bid distributions.
set by the intermediary, there are mixed strategy equilibria where some firms and consumers pay the fees and trade in the clearinghouse. This endogenously gives rise to a price count distribution and asymmetric information about the price count.

These three models have the feature that price counts are determined before or simultaneous with the determination of prices. In addition, the firms’ prices are all determined simultaneously. As a result, there is no feedback from firms’ pricing decisions to the price count or to other firms’ prices. Numerous other examples in this class are described in a survey by Baye, Morgan, and Scholten (2006). When there is no feedback, our analysis in the previous sections applies to whatever price count distribution is realized in equilibrium. The reason is that the critical uniform downward deviation that drives our bounds is still available to firms. From the perspective of a deviating firm, changing their price has no effect on the price count or the prices set by other firms, and the resulting surplus is still given by (6). As a result, the equilibrium sale price distribution must still satisfy the critical inequality (5), and Proposition 2 shows that the equilibrium distribution is bounded by $\overline{S}$.

To illustrate, one way to microfound the price count distribution from the example of Section 3 is with the simultaneous search model of Burdett and Judd (1983): Suppose there are two firms and a consumer can decide up front whether to observe one price for free or two prices at a cost, which is either zero or positive with equal probabilities. As long as the high cost is above a threshold (which turns out to be $(\ln 3 - 1)/2$), the high-cost consumers will choose to search a single firm. The rest of the equilibrium is as constructed in Section 3 and, in particular, the equilibrium sale price distribution is below our bound.

We will not need to provide a formal extension of our model with endogenous price counts and no feedback. In any such model, a price count distribution and firms’ information about the price count will be part of the description of equilibrium, depending on variables like the consumer’s cost of obtaining more price quotes. Theorem 1 bounds the sale price distribution as a function of the endogenous price count distribution, independent of the perhaps endogenous information structure and without reference to variables of the no feedback model like the cost of more quotes.

5.2 Feedback and Sequential Search

5.2.1 Preliminary Observations

When firms’ prices can directly affect price counts or other firms’ prices, our bounds may not hold. A trivial example of this is when there are two firms who price sequentially: If the following firm observes the price set by the leader, then there is an equilibrium in which the follower always has the lowest price, which is equal to the monopoly price. Thus, the
sale price distribution places probability one on the monopoly price even though there is common knowledge that there are two price quotes, which obviously violates our bounds.

Even when firms cannot condition on other firms’ prices, there may still be feedback in which prices affect price counts. The leading example of this is sequential search. For example, in Stahl (1989), some consumers are “shoppers” and quote prices from all \( N \) firms, whereas other consumers are “searchers” and pay a cost \( c > 0 \) for each quote they receive. The critical feature that distinguishes this model from that of Burdett and Judd (1983) is that search is sequential: after seeing a price quote, the consumer can decide whether to buy at the lowest price found thus far, or to pay the cost and obtain another quote. In equilibrium, the searchers have a reservation price \( r \), and they search as long as the lowest price found thus far is greater than \( r \). In fact, firms never set prices above \( r \) in equilibrium, so that searchers only obtain a single price quote, and the resulting equilibrium price count distribution is the one in which shoppers receive \( N \) quotes and searchers receive a single quote. If a firm were to deviate to a price above \( r \), however, they would induce searchers to obtain another quote, thus changing the price count from one to two.

Notice that in Stahl’s model, firms can influence price counts, but only by deviating to higher prices. If firms deviate to lower prices, searchers will still not seek another quote. As a result, the uniform downward deviation results in exactly the same payoff as we computed in Section 4, and our bound still applies to the equilibrium sale price distribution.

This is a fairly general feature of models with sequential search: when firms reduce prices, this leads consumers to stop searching sooner. This in turn has the effect of reducing competition and making downward deviations more attractive. The net result is to tighten the incentive constraint associated with uniform downward deviations, so that our bounds still apply. In the remainder of this section, we will formalize this intuition in a class of sequential search models that generalize Stahl (1989, 1996), where the consumer makes a sequential choice whether to search.\(^9\)

This class incorporates some important examples from the literature. Even so, there are scenarios in which lower prices might lead to more search. We have already discussed why our bounds would fail if firms learned directly about previous price quotes, as in a complete information Stackelberg game. Even if firms do not learn about previous price quotes, lower prices may still lead to higher price counts. For example, firms might have private

\(^9\)While our formal model is one of sequential search, our bounds will also apply for any pricing game that ends in sequential search, but where firms and the consumer can take earlier actions that influence the endogenous determination of the price count distribution without adding feedback beyond that in the sequential search model. For example, Ellison and Ellison (2009) and Ellison and Wolitzky (2012) have shown empirically and theoretically that firms have an incentive to increase search costs strategically to raise prices, and our bounds will apply in the case of the latter theoretical model as well.
information about market conditions or other firms’ beliefs. These factors may influence the prices set by as-yet unsearched firms. It is conceivable that firms will set low prices when they expect other firms to price low. Knowing this, a consumer may infer from low prices that searching more firms will result in lower prices and rationally respond by quoting more firms. These channels are excluded in the extension that we now pursue.

5.2.2 Sequential Search

We now formally extend our model by endogenizing price counts through consumer search. Time is discrete. At each period, a consumer decides whether to purchase at the lowest price found thus far, or continue searching. If they choose to search, a new firm is drawn without replacement and quotes a price. The latent order in which firms will be searched is denoted by a permutation \( \xi : \mathcal{N} \rightarrow \mathcal{N} \), where \( \Xi \) denotes the set of permutations. The interpretation is that if the consumer searches at least \( n \) firms, then firm \( \xi(n) \) provides the \( n \)th quote. All orders are equally likely.

As in our baseline model, the consumer has value \( v \) for a single unit, which can be produced at zero cost by each of the firms. In addition, the consumer has a type \( \theta \) in a measurable set \( \Theta \), which is distributed according to \( \eta \in \Delta(\Theta) \). If a consumer searches \( n \) firms, then they pay a cost \( c(n, \theta) \). We add the parameter \( \theta \) to allow for heterogeneity in search costs among consumers, as in Stahl (1996). We make the simplifying assumption that for all \( \theta, n, \) and \( n' \), \( c(n, \theta) \neq c(n', \theta) \).\(^{10}\) If the consumer purchases at price \( p \) after visiting \( n \) firms, the payoff is \( v - p - c(n, \theta) \). The resulting payoff to the firm that makes the sale is \( p \).

As before, we model the firms’ beliefs using an information structure. Each firm has a set of signals \( T_i \). For this section, we assume for simplicity that the signal sets are finite. Conditional on \( \theta \) and \( \xi \), there is a joint distribution over signals denoted by \( \pi(t|\theta, \xi) \). Note that firms may or may not know the order in which they were searched. We further assume that after searching \( n \) firms, the consumer sees the history \( \left\{ \left( \theta, \left\{ \left( \xi(k), t_{\xi(k)}, p_{\xi(k)} \right) \right\}_{k=1}^{n} \right) \right\} \). In other words, in addition to knowing their own type, the consumer also knows all of the identities, signals, and quoted prices of the firms that were searched.\(^{11}\) The set of such histories of length \( n \) is denoted \( H_n \), and the set of all histories is \( H \). These sets are endowed with their natural product measurable structure.

The strategy of firm \( i \) is a pricing kernel \( F_i : T_i \rightarrow \Delta([0, v]) \). As before, \( F_i(\cdot|t_i) \) is an upper cumulative function. The strategy of the consumer is a measurable function \( \sigma : H \rightarrow [0, 1] \), where \( \sigma(h) \) is the probability that the consumer continues searching. With the

---

\(^{10}\)Our results can be readily generalized to allow for any cost function, if we assume that the consumer breaks ties in favor of searching more firms, if it does not increase the search cost.

\(^{11}\)This assumption means that consumers do not learn about firms’ signals or the order from firms’ realized prices. Such learning could lead to a violation of our bounds. See the discussion after Theorem 2.
complementary probability, the consumer buys from one of the firms with the lowest price quoted thus far, breaking ties at random. We further impose that for \( h \in H_N, \sigma(h) = 0 \), i.e., the consumer must buy after searching all of the firms.

Let us define

\[
b_n(\sigma, \theta, \xi, t, p) = \left( \prod_{k<n} \sigma \left( \theta, \{ \xi(j), t_{\xi(j)}, p_{\xi(j)} \}_{j=1}^k \right) \right) \left( 1 - \sigma \left( \theta, \{ \xi(j), t_{\xi(j)}, p_{\xi(j)} \}_{j=1}^n \right) \right)
\]

to be the probability that the consumer buys from the \( n \)th firm, when using the strategy \( \sigma \), conditional on the realized type, prices, signals, and order. Then firm \( i \)'s expected payoff conditional on \((\theta, p, t, \xi)\), is

\[
R_i(\sigma, \theta, p, t, \xi) = p_i \sum_{n=1}^N \frac{1_{i \in L(p_{\xi(1)}, ..., \xi(n))}}{|L(p_{\xi(1)}, ..., \xi(n))|} b_n(\sigma, \theta, \xi, t, p).
\]

This is the price set by firm \( i \) times the probability that at the time the consumer stops, firm \( i \) has been searched, has a low price, and wins any tie breaks. Given the strategy profile \((F, \sigma)\), firm \( i \)'s payoff is then

\[
R_i(F, \sigma) = \int_\Theta \frac{1}{N!} \sum_{\xi \in \Xi} \sum_{t \in T} \int_{[0,v]} R_i(\sigma, \theta, p, t, \xi) F(dp|t) \pi(t|\theta, \xi) \eta(d\theta).
\]

In addition, let

\[
U(\sigma, \theta, \xi, t, p) = \sum_{n=1}^N (v - \min \{p_{\xi(1)}, ..., \xi(n)\} - c(n, \theta)) b_n(\sigma, \theta, \xi, t, p)
\]

be the payoff to the consumer conditional on \((\sigma, \theta, \xi, t, p)\). The consumer’s ex ante equilibrium payoff is

\[
U(F, \sigma) = \int_\Theta \frac{1}{N!} \sum_{\xi \in \Xi} \sum_{t \in T} \int_{[0,v]} U(\sigma, \theta, \xi, t, p) F(dp|t) \pi(t|\theta, \xi) \eta(d\theta).
\]

The price count distribution induced by \((F, \sigma)\) is

\[
\mu(n) = \int_\Theta \frac{1}{N!} \sum_{\xi \in \Xi} \sum_{t \in T} \int_{[0,v]} b_n(\sigma, \theta, \xi, t, p) F(dp|t) \pi(t|\theta, \xi) \eta(d\theta).
\]
Finally, the induced sale price distributions for every firm $i$ are

$$S_i(x|n) = \frac{1}{\mu(n)} \int \frac{1}{N!} \sum_{\{\xi \in \Xi \mid \xi(i)=n\}} \sum_{t \in T} \int_{[x,v]^N} b_n(\sigma, \theta, \xi, t, p) F(dp|t) \pi(t|\theta, \xi) \eta(d\theta),$$

and summing up over all firms:

$$S(x|n) = \sum_{i=1}^{N} S_i(x|n),$$

and all price counts:

$$S(x) = \sum_{n=1}^{N} \mu(n) S(x|n).$$

We will analyze perfect Bayesian equilibria (Fudenberg and Tirole (1991)). That is, we will analyze Nash equilibria where players are also sequentially rational off the equilibrium path, relative to beliefs off the equilibrium path that are consistent with Bayes rule where possible. In particular, we will require that the consumer’s strategy continues to be optimal even if firms’ deviate in their prices. This is formalized as follows.

Fix a number $n \in \{0, \ldots, N-1\}$ and a history $h \in H_n$. Given a history

$$h = (\theta, \{\xi(k), t_{\xi(k)}, p_{\xi(k)}\}_{k=1}^{n}),$$

we write $\Xi(h)$, $T(h)$, and $P(h)$ for the orderings, type profiles, and price profiles consistent with history $h$, respectively:

$$\Xi(h) = \{\xi' \in \Xi \mid \xi'(k) = \xi(k) \forall k = 1, \ldots, n\};$$

$$T(h) = \{t' \in T \mid t'_{\xi(k)} = t_{\xi(k)} \forall k = 1, \ldots, n\};$$

$$P(h) = \{p' \in [0,v]^N \mid p'_{\xi(k)} = p_{\xi(k)} \forall k = 1, \ldots, n\}.$$

We write $U(F, \sigma, h)$ for the consumer’s payoff, conditional on history $h$ being reached.

$$U(F, \sigma, h) = \frac{1}{|\Xi(h)|} \sum_{\xi \in \Xi(h)} \sum_{t' \in T(h)} \frac{1}{\pi(t|\theta, \xi)} \times \sum_{t \in T(h)} \int_{p \in P(h)} U(\sigma, \theta, \xi, t, p) F_{\xi(k+1), \ldots, \xi(N)}(d\xi_{k+1}, \ldots, \xi_{N}|t) \pi(t|\theta, \xi).$$

Now firm strategy $F_i$ is a best response to $(F_{-i}, \sigma)$ if $R_i(F_i, F_{-i}, \sigma) \geq R_i(F'_i, F_{-i}, \sigma)$ for all $F'_i$. The consumer’s strategy $\sigma$ is sequentially rational with respect to $F$ if $U(F, \sigma, h) \geq$
$U (F, \sigma', h)$ for all $n = 0, \ldots, N - 1$, $h \in H_n$, and $\sigma'$. (Note that the condition on the consumer’s strategy implies, in the case where $k = 0$, that the consumer’s strategy must be an ex ante best response.)\footnote{This definition builds in the restriction on out of equilibrium beliefs that the consumer uses the same distribution $\pi (\cdot | \theta, \xi)$ over signals and the same conditional distributions $F (\cdot | s)$ over prices as are used on path. We assumed that signal sets are finite in order to simplify the statement of these conditional payoffs.} The strategy profile $(F, \sigma)$ is a perfect Bayesian equilibrium if $F_i$ is a best response to $(F_{-i}, \sigma)$ for all $i$, and if $\sigma$ is sequentially rational.

To summarize, the parameters of the sequential search model are $\{\Theta, \eta, c, T, \pi\}$. We take as given the price count distribution $\mu$. Under the hypothesis that $\mu$ is induced by an equilibrium $(F, \sigma)$ of some sequential search model $\{\Theta, \eta, c, T, \pi\}$, we characterize bounds on the corresponding sale price distribution $S(\cdot)$.

5.2.3 Analysis

We now establish that our bounds apply to any equilibrium sale price distribution for the previously described sequential search model. At a history $h \in H_n$, let

$$p(h) = \min \left\{ p_{\xi(1)}, \ldots, p_{\xi(n)} \right\}$$

denote the lowest price quoted thus far. We further define $\tilde{H}_n$ as the set of histories of length $n$ excluding prices, i.e., the set whose elements are of the form $\left( \theta, \{ (\xi(k), t_{\xi(k)}) \}_{k=1}^n \right)$. The union of the sets $\tilde{H}_n$ across $n < N$ is denoted $\tilde{H}$. Our first result is the following:

**Proposition 6** (Reservation Price).

*Given the firms’ strategies $F$, there exists a reservation price function $r : \tilde{H} \to \mathbb{R}$, such that a strategy for the consumer is sequentially rational if and only if $\sigma(h) = 0$ if $p(h) < r(\tilde{h})$ and $\sigma(h) = 1$ if $p(h) > r(\tilde{h})$.*

The proof is in the Appendix. Similar reserve price characterizations are used in the sequential search literature. Our richer modeling of asymmetric information means we cannot directly apply existing arguments. We first argue that the consumer’s problem is a standard dynamic programming problem, which has a value function $V(h)$ that satisfies a Bellman equation. Moreover, it turns out that $V$ only depends on the non-price history $\tilde{h}$ and the lowest price $p(h)$. The reason is that: (i) past prices are uninformative about the distribution of future prices, conditional on the non-price history $\tilde{h}$, and (ii) the value of purchasing at a previously quoted price only depends on $p(h)$. Thus, we may without loss denote the value function by $V(\tilde{h}, p)$. The last step of the argument is that $V(\tilde{h}, p)$ is convex and decreasing in $p$, with a slope greater than $-1$. Combined with the fact that the search cost is
strictly increasing, this implies that the expected continuation value crosses the value from stopping at most once, and from below. The point where these payoffs cross is \( r \left( \tilde{h} \right) \).

Given that the consumer’s equilibrium behavior is characterized by cutoffs \( r \left( \tilde{h} \right) \), we now argue that the constraint (5) must be satisfied by the equilibrium sale price distribution. The following is just a re-statement of the conclusion of Proposition 1 for the sequential search model.

**Proposition 7** (Sequential Search and Sale Price Distribution).

Suppose that the sequential search model \( \{ \Theta, \eta, c, T, \pi \} \) and equilibrium \((F, \sigma)\) induce the price count distribution \( \mu \in \Delta(\{1, \ldots, N\}) \). Then the induced ex ante sale price distribution \( S \cdot \) deters uniform downward deviations.

Note that if costs were sufficiently high, the consumer might never search and the price count distribution would assign probability 1 to a price count of zero.\(^{13}\) The Proposition is vacuous in this case.

In broad strokes, the argument for Proposition 7 is as follows. The uniform downward incentive constraint (5) says that firms should not want to uniformly deviate downward, under the premise that the price count distribution is \( \mu \) (and all firms are equally likely to be quoted) both before and after the deviation. With sequential search, a downward deviation may cause the consumer to search differently. But Proposition 6 implies that the change is in the direction of stopping earlier, after encountering the lower price. On the whole, this makes the deviating firm better off than when price counts do not respond. In fact, we show that the deviating firm’s surplus from a price cut is higher, even if we condition on \((\theta, \xi, t, p_{-i})\). This then implies the weaker conclusion that the ex ante payoff from a uniform downward deviation is higher than (6), so that (5) still holds.

Thus, if a sequential search model and equilibrium induce the price count distribution \( \mu \), the accompanying conditional sale price distributions \( \{S_i \cdot |n\} \) must satisfy (5). Proposition 3 then implies that the induced ex ante distribution of sale prices must be first-order stochastically dominated by \( \overline{S} \).

Finally, we observe that the critical information structure from Section 4.3 can be trivially adapted to sequential search, so that the strategies \( F \) are an equilibrium and induce the ex ante price distribution \( \overline{S} \). We simply set \( \Theta = \{1, \ldots, N\} \), \( \eta(\theta) = \mu(n) \), and

\[
c(n, \theta) = \begin{cases} 
0 & \text{if } n = \theta; \\
v + n & \text{otherwise}.
\end{cases}
\]

(The purpose of the +n term is merely to satisfy our genericity assumption that \( c(n, \theta) \neq c(n', \theta) \) for all \( n, n', \) and \( \theta \).) With this model, it is a strictly dominant strategy for the consumer of type \( \theta \) to search \( \theta \) firms. As a result, the price quote distribution is exactly \( \mu \), regardless of how firms set prices. In addition, the information is again given by \( T_i = \{1, \ldots, N\} \) and
\[
\pi(t|\theta, \xi) = \pi_{\{i|\xi(i)\leq\theta\}}(t).
\]
From Section 4.3, it is clear that the respective strategies of firms are still an equilibrium that induce the sale price distribution \( S \). This completes the proof of the following result:

**Theorem 2** (Sequential Search and Upper Bound).

Fix a price count distribution \( \mu \in \Delta (\{1, \ldots, N\}) \). For any sequential search model \( \{\Theta, \eta, c, T, \pi\} \) and equilibrium \( (F, \sigma) \) that induce the price count distribution \( \mu \), the induced sale price distribution is first-order stochastically dominated by \( S \) given by (8)–(11). Moreover, there exists a sequential search model and equilibrium that induce \( \mu \) and the sale price distribution \( S \).

As an illustration, consider a version of Stahl’s model in which there are two firms and, with probability \( 1/2 \), the consumer is a “shopper” who observes both prices for free; but with probability \( 1/2 \), the consumer is a non-shopper who observes one quote and can then choose (after observing the price) to pay \( c > 0 \) to observe the second price. In equilibrium, the non-shopper gets only one quote. Firms follow a mixed strategy
\[ F(p) = \frac{r - p}{2p}, \]
with support
\[ \left[ \frac{r}{3}, r \right], \text{ with } r = \frac{c}{1 - \frac{1}{2} \ln (3)}. \]
To verify this, observe that the expected price in the second search is \( \frac{1}{2} r \ln (3) \), so the gain from searching is \( r \left( 1 - \frac{1}{2} \ln (3) \right) \).

This equilibrium gives rise to the uniform price count distribution for the two firm case discussed in Section 3. In Figure 6, we add the equilibrium sale price distribution for the sequential search model for \( c = \frac{1}{2} \) and so \( r \approx 0.74 \) to Figure 2. We can see how sequential search lowers the sale price distribution below that for simultaneous search giving rise to the same price count distribution. Thus, we conclude that our bounds will extend to a non-trivial class of models with sequential search. Importantly, we have assumed that firms do not observe one another’s prices. We have also assumed that firms have no information that is unobservable to the consumer, so that consumers do not learn from realized prices. Generalizing our bounds to allow for richer learning by firms and consumers is an important topic for future work.
6 Further Topics

We now consider several further topics and extensions of our results. We first characterize a tight lower bound on the expected sale price. We then analyze the benchmark where firms have no information about the price count. We then discuss how our results can be generalized to allow for downward sloping demand and asymmetric price count distributions.

6.1 Minimum Expected Price

We have shown that there is an equilibrium sale price distribution that first-order stochastically dominates any sale price distribution arising under any information structure. And we have noted that the expected price under this distribution is thus the highest possible equilibrium expected price.

In the next section, we will establish there is not an analogous lower bound on the distribution of prices, i.e., a sales price distribution which is first-order stochastically dominated by any other equilibrium sales price distribution. But we first characterize the lowest possible equilibrium price, and show that it is equal to the complete information expected price which is simply $\mu (1) v$. 

---

Figure 6: Equilibrium sale price distribution under sequential search.
Proposition 8 (Minimum Expected Price).
The minimum expected price across all information structures and equilibria is \( \mu(1)v \). This is also minimum producer surplus. Maximum consumer surplus across all information structures and equilibria is \( v - \mu(1)v \). Minimum producer surplus and maximum consumer surplus are attained under complete information.

Proof of Proposition 8. In any information structure and equilibrium, each firm \( i \) can always set a price \( p = v \). This strategy guarantees firm \( i \) revenue of \( v \) when the consumer receives only one price quote, so that each firm’s equilibrium revenue is bounded below by \( \mu(1)v/N \), and producer surplus is at least \( \mu(1)v \). Clearly, this is producer surplus under complete information, in which case firms price at \( v \) when the price count is one, and otherwise, Bertrand competition forces the price down to cost, which is zero. Finally, as we observed in the proof of Corollary 1, total surplus is always \( v \), so that consumer surplus is maximized when producer surplus is minimized.

6.2 No Information

We now consider a variant of our model in which firms have no information beyond the ex ante distribution of the price count. There are at least three reasons for studying this model. First, it enables us to more directly compare our findings with previous results in the literature on consumer search, where the no-information assumption is standard. Second, as discussed in Section 3, the no-information case also corresponds to what would happen if firms had information about the price count but were not allowed to use it to price discriminate. Third, this allows us to establish the non-existence of a lower bound on the sale price distribution.

No information corresponds to the special information structure with \( |T_i| = 1 \) for all \( i \). It follows that then
\[
F_i(p_i|t_i) = F_i(p_i).
\]
Under the further assumption that firms use symmetric strategies \( F_i(p_i) = F(p_i) \), we can adapt arguments from Section 4 and establish a no-information bound on the sale price distribution. In this case,
\[
S(x|n) = \prod_{i=1}^{n}(F(x))^n.
\]
The inequality (5) then reduces to, for all \( x \in [0, v] \),
\[
x \sum_{n=1}^{N} \mu(n)(n-1)(F(x))^n \leq \sum_{n=1}^{N} \mu(n) \int_{y=x}^{v} (F(y))^n dy.
\]
We now have the following result.

**Proposition 9** (Equilibrium Sale Price Distribution with No Information).

There exists a highest symmetric price distribution \( \hat{F} \) that satisfies the uniform downward incentive constraints under no information. This distribution satisfies \( \hat{F}(v) = 0 \) and all of the constraints as equalities wherever \( \hat{F}(x) < 1 \). Moreover, the distribution \( \hat{F} \) is a symmetric Nash equilibrium.

Note that the bound on each firm’s individual no-information equilibrium price distribution immediately implies a corresponding bound on the no-information equilibrium sale price distribution. While this result is markedly similar to Theorem 1, the proof is actually much simpler. Let \( F \) be the set of all distributions that satisfy (15). The proof in the Appendix defines \( \hat{F} \) to be the pointwise supremum of functions in \( F \). A straightforward argument shows \( \hat{F} \) is also an upper cumulative distribution function that satisfies (15). We then use a similar argument as in Step 2 of Proposition 3 to argue that (15) must hold as an equality on the support of \( \hat{F} \). Finally, a direct calculation of each firm’s surplus shows that when other firms use \( \hat{F} \), other firms are indifferent between all prices in the support of \( \hat{F} \), so that this distribution is a symmetric equilibrium.

Let us denote by \( \hat{S} \) the resulting equilibrium sale price distribution when firms use the symmetric strategies \( \hat{F} \). We claim that the expected sale price is \( \mu(1)v \), the lower bound from Proposition 8. The reason is that \( v \) is in the support of \( \hat{F} \), and there is no atom at \( v \). As a result, each firm must be indifferent to setting a price of \( v \), in which case they only make a sale when facing a captive consumer, and earn producer surplus \( \mu(1)v/N \). This must be each firm’s equilibrium surplus as well, so that the expected sale price is \( \mu(1)v \).

In addition, since Proposition 9 shows that \( \hat{S} \) is an upper bound on the no-information equilibrium sale price distribution, any other sale price distribution \( S \) that is first-order stochastically dominated by \( \hat{S} \) would have to have an expected sale price that is strictly less than \( \mu(1)v \). By Proposition 8, this cannot happen in equilibrium, so that in fact \( \hat{S} \) is the unique symmetric equilibrium sale price distribution under no information:

**Theorem 3** (Unique Sale Price Distribution).

When firms have no information about the price count, the unique symmetric equilibrium is \( \hat{F} \), the ex ante sale price distribution is \( \hat{S} \), and the expected sale price is \( \mu(1)v \).

We see that the expected price is equal to the expected price over complete information, generalizing what we observed in the two firm example of Section 3. It is also the lower bound on the expected price, as shown in the previous section.
We note that the no-information model will, in many cases, have other asymmetric equilibria. For example, when \( N = 3 \) and the price count is either \( n = 1 \) or \( n = 3 \), there are asymmetric equilibria in which two of the three firms essentially play the \( N = 2 \) equilibrium, and the third firm prices at the monopoly level. Note in this equilibrium, all firms are indifferent to setting the monopoly price and only selling to captive consumers, so that the expected sale price is the same. We do not know of any asymmetric equilibria with different expected price.

In Figure 7 we illustrate how the symmetric equilibrium strategy changes as we increase the number of firms for the uniform example. The equilibrium distribution moves to the left as the expected number of price quotes increases. Figure 7 shows how the symmetric equilibrium with no information translates into the equilibrium sale price distribution, and Figure 8 compares it with our general upper bound in the \( N = 5 \) case. We see that general information structures support higher prices, in particular because the monopoly price 1 is charged with positive probability in the information structure supporting our upper bound on prices.

The combination of Propositions 8 and 9 have a number of important implications (under the maintained symmetric price count distribution).

First, a failure of common knowledge of the price count cannot explain an increased expected price, unless firms have partial information about the price count.

---

\(^{14}\)Narasimhan (1988) identifies the unique equilibrium when there are only two firms.
Second, price discrimination weakly increases the expected price relative to uniform pricing (which corresponds to the no-information case). Proposition 4 of Armstrong and Vickers (2019) showed this to be true for any public signal structure. We show that the expected price is also higher under any information structure, including asymmetric information.  

Third, there is not a lower bound on equilibrium sales price distribution analogous to our main result, i.e., there is no sales price distribution which is first-order stochastically dominated by any other equilibrium sales price distribution. This can be seen by comparing the equilibrium sales price distributions under no information and complete information.

6.3 Beyond Single-Unit Demand

We derived our results on the maximal sale price distribution under the assumption of single unit demand. This assumption is easily relaxed at the cost of a lot of extra notation, with our upper bound on the sale price distribution continuing to hold.

Suppose that the consumer has multi-unit demand with a downward sloping demand

\footnote{Proposition 4 of Armstrong and Vickers (2019) assumes that there are two firms. They allow a general demand function, while we assume single unit demand, but our lower bound on the expected price extends easily as discussed below. Our analysis of the no-information case focuses on symmetric equilibria, but one can independently show that the expected surplus will be $\mu (1) v$ in any no-information equilibrium.}
curve \( D(p) \), maintaining the assumption that firms produce homogeneous goods and quote a single price for all units, so that the consumer only purchases from a low-price firm. In that case, the uniform downward incentive constraint (5) becomes:

\[
x D(x) \sum_{n=1}^{N} \mu(n) n S(x|n) \leq \int_{y=x}^{v} y D(y) S(dy).\]

We assume without loss that firms only use “weakly undominated” prices, i.e., the set

\[ P^* = \{ p \mid \not\exists p' < p \text{ s.t. } p' D(p') \geq p D(p) \}. \]

Using a price \( p \) outside of \( P^* \) is weakly dominated in the sense that there is another price that induces weakly more revenue and is lower than \( p \), so that it is more likely to be the lowest price and attract consumers. Firms never price above the monopoly price

\[
p^M = \arg \max_{p \in P^*} p D(p).\]

Under the further assumption that \( D(p) \) is continuous, the set of possible revenue levels \( \{ p D(p) \mid p \in P^* \} \) is convex, and in fact is the interval \([0, p^M D(p^M)]\). We can then treat the associated revenue levels as the prices in the baseline model, with \( p^M D(p^M) \) being the analogue of the consumer’s value \( v \). All the derivations from Section 4 go through as before to obtain an equivalent result for Theorem 1, which would state that the equilibrium distribution of \( \min p D(\min p) \) is bounded above by \( \tilde{S} \), where \( \tilde{S}(x) = S(y) \) where \( y \in P^* \) is such that \( y D(y) = x \).

The single-unit demand assumption does deliver the result that the allocation is always efficient and therefore the sum of producer surplus (the price) and consumer surplus is always \( v \). Armstrong and Vickers (2019) analyze the more subtle implications for consumer surplus with downward sloping demand in the two firm case.

More generally, Theorem 1 can be adapted to other settings when firms compete by demanding a certain level of profit and a consumer accepts the contract offering the most surplus. For example, Lester et al. (2019) consider a setting where firms offer menus of price-quantity pairs to a consumer of unknown type, but the consumer’s preferences are “rank-preserving” in equilibrium, so the preferred contract is the same for all consumers. Lester et al. (2019) analyze what happens for a given price count distribution and no information, while Theorem 1 could be used to identify the highest distribution of profits across information structures.
6.4 Beyond a Symmetric Quote Distribution

We derived our results on the maximal sale price distribution under the assumption of single unit demand and a symmetric distribution over which firms are quoted. Both assumptions are easily relaxed at the cost of a lot of extra notation, with our upper bound on the sale price distribution continuing to hold. Here we discuss the straightforward extensions, noting some results which do rely on single unit demand and symmetry.

We assumed an ex ante distribution of the price count \( \mu \in \Delta (\{1, \ldots, N\}) \) and that, conditional on the price count \( n \), all firms are equally likely to be quoted. Suppose we assumed instead that there was an arbitrary distribution \( \psi \in \Delta (2^{\{1, \ldots, N\}} / \emptyset) \) over non-empty sets of firms quoted. Thus, firms are treated asymmetrically based on their labels. What would happen to our results?

First observe that \( \psi \) will induce an ex ante price count distribution

\[
\mu(n) = \sum_{\{\tilde{N} \subseteq \mathcal{N} | |\tilde{N}| = n\}} \psi(\tilde{N})
\]

Now imagine that firms initially were not informed of their labels, and thought that they were equally likely to be assigned any label. Such firms would share the ex ante belief that the price count distribution was \( \mu \), and our upper bound on the sales distribution would apply to models in which firms have additional information about the price count or their labels.

However, if firms know their labels, then they are endowed with more information than the ex ante price count distribution, and we can no longer ensure that there is an information structure that attains the upper bound.

7 Conclusion

We have revisited the standard model of price dispersion, in which firms randomize over prices because of a failure of common knowledge of whether the consumer has quoted at least two prices. The novelty of our analysis is that rather than micro-founding the price count, we simply take it as a primitive, and from it we derive a tight upper bound on the equilibrium distribution of sale prices. The bound holds across a rich family of models that micro-found the price count and for all common-prior beliefs that firms might have about the price count.

A primary application of the bound is to test whether prices in a given market can be rationalized by competitive pricing, given the distribution of the number of prices quoted by
consumers. This test does not require the analyst to know what motivated the observed price count, such as consumers perceived costs of searching for price quotes, as long as price cuts are unobservable to other firms and there is no feedback from prices to price counts, or under the assumption that price cuts would lead to lower price counts. An important direction for future work is to relax these assumptions further, by allowing for more complicated forms of feedback from prices to price counts and to allow for partial observability of prices by other firms.
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A Proofs

Proof of Proposition 1. Fix \(x\). Let \(\{\epsilon_l\}_{l=0}^{\infty}\) be a sequence of positive numbers, converging to zero, such that \(S\) does not have an atom at \(x - \epsilon_l\) for all \(l\). Such a sequence exists because \(S\) has at most countably many atoms. Suppose that firm \(i\) deviates in the following manner: Whenever firm \(i\) would have set a price \(p_i > x - \epsilon_l\), it sets a price of \(x - \epsilon_l\) instead. This deviation only affects the outcome when the lowest price would have been greater than \(x - \epsilon_l\), and in particular, the deviator’s surplus is

\[
\sum_{n=1}^{N} \mu(n) \frac{1}{\binom{N}{n}} \sum_{\{\mathcal{N} \subseteq \mathcal{N}' | \mathcal{N}' = n\}} \int_{T} \int_{p \in \mathbb{R}^N} \left( (x - \epsilon_l) \mathbb{1}_{\min_p > x - \epsilon_l} \mathbb{1}_{i \in \mathcal{N}} + \min_p \mathbb{1}_{\min_p \leq x - \epsilon_l} \frac{i \in L_{\mathcal{N}'(p)}}{L_{\mathcal{N}'(p)}} \right) F_{\mathcal{N}'}(dp | t_{\mathcal{N}'}) \pi_{\mathcal{N}'}(dt),
\]

Note that this expression must be less than firm \(i\)’s equilibrium surplus, given in (3). As \(l\) goes to infinity, countable additivity of \(F\) implies that the deviator’s surplus converges to

\[
\sum_{n=1}^{N} \mu(n) \frac{1}{\binom{N}{n}} \sum_{\{\mathcal{N} \subseteq \mathcal{N}' | \mathcal{N}' = n\}} \int_{T} \int_{p \in \mathbb{R}^N} \left( n \mathbb{1}_{\min_p \geq x} \mathbb{1}_{i \in \mathcal{N}} + \mathbb{1}_{\min_p < x} \frac{\mathbb{1}_{i \in L_{\mathcal{N}'(p)}}}{L_{\mathcal{N}'(p)}} \right) F_{\mathcal{N}'}(dp | t_{\mathcal{N}'}) \pi_{\mathcal{N}'}(dt),
\]

which is necessarily also less than (3). Summing the deviation surplus across \(i\), we obtain

\[
\sum_{n=1}^{N} \mu(n) \frac{1}{\binom{N}{n}} \sum_{\{\mathcal{N} \subseteq \mathcal{N}' | \mathcal{N}' = n\}} \int_{T} \int_{p \in \mathbb{R}^N} \left( n \mathbb{1}_{\min_p \geq x} \mathbb{1}_{i \in \mathcal{N}} + \mathbb{1}_{\min_p < x} \frac{\mathbb{1}_{i \in L_{\mathcal{N}'(p)}}}{L_{\mathcal{N}'(p)}} \right) F_{\mathcal{N}'}(dp | t_{\mathcal{N}'}) \pi_{\mathcal{N}'}(dt)
\]

\[= \sum_{n=1}^{N} \left( nxS(x | n) + \int_{[0,x]} yS(dy | n) \right).
\]

This must be less than the sum of the firms equilibrium revenues, which is exactly the inequality (5).

Proof of Proposition 3. Fix \(x \in [0, v]\). Consider the problem of maximizing \(S(x)\) over all \(\{S(\cdot | n)\}_{n=1}^{N}\) that satisfy (5), and where the functions \(S(\cdot | n)\) are measurable functions which map \([0, v]\) into \([0, 1]\). Note that the set of conditional distributions is compact in the weak*-topology (which is the topology of pointwise convergence on \(\{S(\cdot | n)\}_{n=1}^{N}\), (7) is closed, and the objective \(S(x)\) is continuous, so that an optimal conditional distribution exist. We will show that \(\overline{S}(x)\) is the optimal value. This is established in three steps.

Step 1: When maximizing \(S(x)\), it is without loss to restrict attention to \(\{S(\cdot | n)\}_{n=1}^{N}\)
that satisfy the following ordered supports property:

\[ S(y|n) < 1 \implies S(y|n') = 0 \forall n' > n. \quad (16) \]

Indeed, given any \( \{S(\cdot|n)\} \) and associated ex ante distribution \( S(\cdot) \), we can define a new \( \{\tilde{S}(\cdot|n)\} \) with the same ex ante distribution, but where there is negative assortative matching between \( n \) and \( x \). In particular, noting that \( S(1) \leq \mu(1) \) from (7), for each \( n \), we define \( \tilde{x}_n \) according to the minimum \( y \) such that \( S(y) \geq \sum_{m=1}^{n} \mu(m) \). We then set \( \tilde{S}(y|n) = (S(y) - S(\tilde{x}_{n-1}))/\mu(n) \). For each \( y \), this correlation structure minimizes

\[ \sum_{n=1}^{N} \mu(n)(n-1)S(y|n), \]

and hence the left-hand side of (7). For future reference, note that for conditional distributions satisfying ordered supports, (7) is equivalent to for all \( y < v \) and \( n > 1 \),

\[ S(y|n) \leq \max \left\{ 0, \frac{1}{\mu(n)(n-1)} \left( \frac{1}{y} \int_{y}^{v} S(z) \, dz - \sum_{m=1}^{n-1} \mu(m)(m-1) \right) \right\}. \quad (17) \]

Step 2: Among distributions with the ordered supports property, it is obviously without loss to set \( S(v|1) = \mu(1) \) (since \( S(v|1) \) is unconstrained). Now, if a solution does not satisfy (17) as an equality when \( S(y|n) < 1 \), we can define a new solution, which is

\[ \tilde{S}(y|n) = \max \left\{ 0, \min \left\{ 1, \frac{1}{\mu(n)(n-1)} \left( \frac{1}{y} \int_{y}^{v} S(z) \, dz + \sum_{m=1}^{n-1} \mu(m)(m-1) \right) \right\} \right\}, \quad (18) \]

which satisfies ordered supports and necessarily satisfies \( \tilde{S}(y|n) \geq S(y|n) \) (strictly whenever (7) is strict), and therefore induces a higher ex ante distribution \( \tilde{S} \). Thus, it is without loss to restrict attention to solutions for which (7) holds as an equality whenever \( S(y|n) < 1 \).

Step 3: We now show that the ordered supports property and (17) holding as an equality uniquely define the distributions \( \{\tilde{S}(\cdot|n)\} \). It is immediate that \( S(y|n) \) will have a support that is an interval \([y_n, y_{n-1}]\), with \( y_0 = y_1 = v \), and it is strictly increasing on its support. In addition, since the right-hand side of (17) is continuous, we conclude that the only mass point of \( S \) is at \( v \). Now, suppose inductively that we have defined \( S(y|m) \) and \( y_m \) for \( m < n \). Then \( S(y) \) must satisfy the boundary conditions \( S(y_m) = \sum_{l=1}^{m} \mu(l) \) for all \( m < n \). On
\[ y_n, y_{n-1}, (17) \text{ holds as an equality, and moreover} \]

\[ S(y) = \mu(n) S(y/n) + \sum_{m=1}^{n-1} \mu(m). \]

As a result, (17) with equality rearranges to

\[ y(n - 1) S(y) - \int_{z=y}^v S(z) \, dz = y \sum_{m=1}^{n-1} \mu(m)(n - m). \]

Multiplying both sides by \( y^{-(n-2)/(n-1)}/(n - 1) \), we obtain

\[ y^{n-1} S(y) - \frac{y^{n-2}}{n - 1} \int_{z=y}^v S(z) \, dz = \frac{y^{n-1}}{n - 1} \sum_{m=1}^{n-1} \mu(m) (n - m). \]

Integrating both sides, we obtain

\[ -y^{n-1} \int_{z=y}^v S(z) \, dz = C_n + \frac{y^n}{n} \sum_{m=1}^{n-1} \mu(m) (n - m), \]

where \( C_n \) is a constant of integration. Thus,

\[ -\int_{z=y}^v S(z) \, dz = y^{-\frac{n}{n-1}} C_n + y \left( \sum_{m=1}^{n-1} \mu(m) - \frac{1}{n} Q_{n-1} \right), \]

where \( Q_{n-1} \) is defined above in (10). Differentiating both sides again, we obtain

\[ S(y) = -\frac{C_n}{n - 1} y^{-\frac{n}{n-1}} + \sum_{m=1}^{n-1} \mu(m) - \frac{1}{n} Q_{n-1}. \]

The boundary condition \( S(y_{n-1}) = \sum_{m=1}^{n-1} \mu(m) \) then implies that

\[ \sum_{m=1}^{n-1} \mu(m) = -\frac{C_n}{n - 1} (y_{n-1})^{-\frac{n}{n-1}} + \sum_{m=1}^{n-1} \mu(m) - \frac{1}{n} Q_{n-1} \]

\[ \iff C_n = -\frac{n - 1}{n} y^{\frac{n}{n-1}} Q_{n-1}. \]

As a result,

\[ S(y) = \frac{1}{n} \left[ \left( \frac{y_{n-1}}{y} \right)^{\frac{n}{n-1}} - 1 \right] Q_{n-1} + \sum_{m=1}^{n-1} \mu(m). \]
The next boundary condition \( S(y_n) = \sum_{m=1}^{n} \mu(m) \) is equivalent to

\[
n\mu(n) = \left( \frac{y_{n-1}}{y_n} \right)^{\frac{n-1}{n}} Q_{n-1} - Q_{n-1}
\]

\[
\iff Q_n = \left( \frac{y_{n-1}}{y_n} \right)^{\frac{n-1}{n}} Q_{n-1}
\]

\[
\iff y_n = y_{n-1} \left( \frac{Q_{n-1}}{Q_n} \right)^{\frac{n-1}{n}}.
\]

Together with the initial condition \( y_1 = v \), this implies that \( y_n = x_n \), the boundaries that define \( S \). Finally, it must be that for \( y \in [y_n, y_{n-1}] = [x_n, x_{n-1}] \)

\[
S(y|n) = \frac{S(y) - S(y_{n-1})}{\mu(n)}
\]

\[
= \frac{Q_{n-1} \left( \frac{y_{n-1}}{y} \right)^{\frac{n}{n-1}} - \left( \frac{y_{n-1}}{y_{n-1}} \right)^{\frac{n}{n-1}}}{n \mu(n)}
\]

\[
= \frac{Q_n \left( \frac{y_n}{y} \right)^{\frac{n}{n-1}} - \left( \frac{y_n}{y_{n-1}} \right)^{\frac{n}{n-1}}}{\mu(n)}
\]

\[
= \frac{\left( \frac{y_n}{y} \right)^{\frac{n-1}{n}} - \left( \frac{y_n}{y_{n-1}} \right)^{\frac{n}{n-1}}}{1 - \frac{Q_{n-1}}{Q_n}},
\]

which is precisely \( S(y|n) \).

\[ \square \]

**Proof of Proposition 4.** We first verify that the information structure is well-defined, i.e., that \( \pi \) is a conditional probability distribution. Clearly \( \alpha(k|n) \geq 0 \). Also, using the formula for \( x_n \), we can rewrite the numerator in (12) as

\[
Q_{k-1} x_{k-1} \left( \frac{x_{k-1}}{x_k} \right)^{\frac{1}{k-1}} - Q_{k-1} x_{k-1} \left( \frac{x_{k-1}}{x_{k-1}} \right)^{\frac{1}{k-2}}
\]

\[
= Q_{k-1} x_{k-1} \left( \frac{x_{k-1}}{x_k} \right)^{\frac{1}{k-1}} - Q_{k-2} x_{k-2} \left( \frac{x_{k-2}}{x_{k-1}} \right)^{\frac{1}{k-2}}.
\]

The sum of these terms across \( k \) is precisely the denominator in the definition of \( \alpha(k|n) \). Together with the remarks after the definition of \( \pi \), this proves that the information structure is well defined.

We next verify that this information structure and strategies induce \( S \). When the price
count is \( n \), the probability that the highest price is at least \( x \) is

\[
\frac{1}{\beta_n} \sum_{k=1}^{n} \binom{n}{k} (G(x|n)\alpha(n|n))^k (1 - \alpha(n|n))^{n-k}
\]

\[
= \frac{1}{\beta_n} \left( (1 - \alpha(n|n) + \alpha(n|n) G(x|n))^n - (1 - \alpha(n|n)) \right).
\]

This follows from the binomial theorem: Note that

\[
\alpha(n|n) = 1 - \left( \frac{x_n}{x_{n-1}} \right)^{\frac{1}{n-1}}
\]

and so

\[
\beta_n = 1 - \left( \frac{x_n}{x_{n-1}} \right)^{\frac{n}{n-1}}.
\]

As a result, the conditional probability that the lowest price is at least \( x \) reduces to

\[
\frac{1}{\beta_n} \left( \left( \frac{x_n}{x_{n-1}} \right)^{\frac{1}{n-1}} + \left( \frac{x_n}{x} \right)^{\frac{1}{n-1}} - \left( \frac{x_n}{x_{n-1}} \right)^{\frac{1}{n-1}} \right)
\]

\[
= \frac{1}{\beta_n} \left( \left( \frac{x_n}{x} \right)^{\frac{1}{n-1}} - \left( \frac{x_n}{x_{n-1}} \right)^{\frac{1}{n-1}} \right),
\]

which is \( \overline{S}(x) \), as desired.

Finally, we show that these strategies are an equilibrium. We first consider a firm \( i \) who receives a signal \( k \) and sets a price \( p_i \geq x_k \). Then \( p_i \) could be the lowest price only if the price count is \( n = k \); for the price count must be at least \( k \), and if it were strictly greater, then some firm would have a signal greater than \( k \) and be pricing strictly less than \( x_k \). Note also that conditional on getting a signal \( k = n \), the other firms’ signals are conditionally independent draws from \( \{1, \ldots, k\} \) according to probabilities \( \alpha \), so that the others’ prices are conditionally independent draws from

\[
\hat{G}(p_{j}|k) = \sum_{k'=1}^{k} \alpha(k'|k) G(p_{j}|k').
\]
Thus, if \( p_j \in [x_{k'}, x_{k'-1}] \), then this reduces to

\[
\widehat{G} (p_j | k) = \alpha (k'|k) \frac{1}{G (p_j | k')} + \sum_{l=1}^{k'-1} \frac{\alpha (l|k)}{Q_{k'-1} x_{k'-1} (\frac{x_{l-1}}{x_{k'}})^\frac{k'_1}{k_l} - 1}
\]

As a result, expected revenue from offering \( p_i \in [x_{k'}, x_{k'-1}] \) for \( k' \leq k \) is

\[
p_i \left( \frac{1}{\alpha (k'|k)} \left( \frac{1}{G (p_j | k')} \right)^{k-1} \right)^{k'-1} \approx (p_i)^{k-1},
\]

which is constant in \( p_i \) when \( k' = k \) and decreasing in \( p_i \) for \( k' < k \).

The last step is to verify that firm \( i \) does not want to cut prices to \( p_i \in [x_{k'}, x_{k'-1}] \) with \( k' > k \). Note that a firm makes a sale in that event only if the equilibrium sale price is at least \( p_i \). The ex ante likelihood of this happening and firm \( i \) getting a signal \( k \) is proportional to

\[
D (p_i, k) = \frac{\alpha (k'|k)}{\beta_k} \mu (k') \frac{k' \sum_{l=1}^{k'-1} \left( \frac{k' - 1}{l} \right) \left( \frac{\alpha (k'|k')}{G (p_i | k')} \right)^l \left( 1 - \frac{\alpha (k'|k')}{G (p_i | k')} \right)^{k'-1-l}}{\beta_n} \left( 1 - \frac{\alpha (k'|k')}{G (p_i | k')} \right)^{n-1} \mu (n) n + \frac{\alpha (k|k)}{\beta_k} \mu (k). \]

This expression deserves some explanation. It is a sum of probabilities of different price counts, times the probability that firm \( i \) receives a signal \( k \), and times the probability of making a sale with a price of \( p_i \) conditional on the number of firms. Note that the likelihood that the price count is \( n \), conditional on firm \( i \) being quoted, is proportional to \( \mu (n) n \) (since a firm is more likely to be quoted when more firms are quoted). The first line gives the probability that firm \( i \) gets a signal \( k \) when there are \( k' > k \) firms and the sale price is at least \( p_i \). Note that the number of firms other than \( i \) with a signal of \( k' \) is binomially distributed, conditional on that number being at least 1. Conditional on their being \( l \) firms with a signal of \( k' \), the likelihood of \( p_i \) being the lowest price is \( (G (p_i | k'))^l \). The second term is the likelihood that the number of firms \( n \) is between \( k' \) and \( k \), firm \( i \) gets a signal of \( k \),
and at least one of the other firms gets a signal of $n$. The final term is the likelihood that the number of firms is $k$ and firm $i$ gets a signal of $k$ (in this last event, the signals of the other firms are unrestricted).

We can simplify terms in $D(p_i, k)$ as follows. Using the binomial theorem, we have that

$$
\sum_{l=1}^{k'-1} \binom{k'}{l} (\alpha (k'|k') G (p_i|k'))^l (1 - \alpha (k'|k'))^{k'-l} \\
= (1 - \alpha (k'|k') + \alpha (k'|k') G (p_i|k'))^{k'-1} - (1 - \alpha (k'|k'))^{k'-1} \\
= \frac{x_{k'}}{p_i} - \frac{x_{k'}}{x_{k'-1}}.
$$

Let us denote by

$$A (k) = Q_{k-1} x_{k-1} \left( \left( \frac{x_{k-1}}{x_k} \right)^{\frac{1}{k-1}} - 1 \right).$$

Then

$$\frac{\alpha (k|n) \mu (n) n}{\beta_n} = \frac{A (k)}{Q_{n-1} x_{n-1} \left( \frac{x_{n-1}}{x_n} \right)^{\frac{1}{n-1}} \left( 1 - \left( \frac{x_{n-1}}{x_n} \right)^{\frac{n}{n-1}} \right)} \frac{Q_n - Q_{n-1}}{Q_{n-1} - 1} \\
= \frac{A (k)}{x_{n-1} \left( \frac{x_{n-1}}{x_n} \right)^{\frac{1}{n-1}} \left( 1 - \left( \frac{x_{n-1}}{x_n} \right)^{\frac{n}{n-1}} \right)} \left( \frac{x_n}{x_{n-1}} \right)^{\frac{n}{n-1}} - 1 \\
= \frac{A (k)}{x_n}.
$$

Finally,

$$1 - (1 - \alpha (n|n))^{n-1} = 1 - \frac{x_n}{x_{n-1}}.
$$

Substituting in these expressions, we can rewrite $D(p_i, k)$ as

$$D(p_i, k) = A (k) \left[ \frac{1}{x_{k'}} \left( \frac{x_{k'}}{p_i} - \frac{x_{k'}}{x_{k'-1}} \right) + \sum_{n=k+1}^{k'-1} \frac{1}{x_n} \left( 1 - \frac{x_n}{x_{n-1}} \right) + \frac{1}{x_k} \right] \\
= \frac{A (k)}{p_i}.
$$

Thus, the payoff from a downward deviation to $p_i \in [x_{k'}, x_{k'-1}]$ for $k' > k$ is $p_i D(p_i, k) =$
\( A(k) \), thus verifying that the proposed strategies are an equilibrium.

**Proof of Proposition 6.** The result is established in three steps. First, holding fixed \( F \), the consumer’s payoff is continuous in \( \sigma \), so that there is an optimal strategy. Thus, for every history \( h \), there is a value

\[
V(h) = \max_{\sigma} U(F, \sigma, h)
\]

generated by the consumer’s optimal continuation strategy, and the value function must satisfy the following Bellman equation:

\[
V(h) = \max \left\{ v - p(h) - c(n, \theta), \mathbb{E}[V((h, \xi(n + 1), t_{\xi(n+1)}, p_{\xi(n+1)}) | h)] \right\}.
\]

We claim that in fact \( V \) only depends on \( \tilde{h} \) and the lowest price quoted thus far, \( p(h) \). The reason is by induction on the length of the history. At histories in \( H_N \), this is obviously true, since \( V(h) = v - c(N, \theta) - p(h) \). Now assume that the inductive hypothesis holds for \( h \in \tilde{H}_k \) for \( k > n \). Then at the history \( h \in H_n \), the consumer can either stop and receive a payoff \( v - p - c(n, \theta) \), or continue and receive a payoff of

\[
\mathbb{E}_{(\xi(n+1), t_{\xi(n+1)}, p_{\xi(n+1)})} \left[ V\left(\left(\tilde{h}, \xi(n + 1), t_{\xi(n+1)}\right), \min \left\{ p(h), p_{\xi(n+1)} \right\} \right) \right], \quad (19)
\]

where we have used the fact that the next period’s value only depends on the non-price history and the lowest price. Critically, the distribution of the next firm’s price only depends on their identity and signal, and the distribution of the next firm’s identity and signal only depend on the current non-price history \( \tilde{h} \) and not on past prices. Thus, it is without loss to condition on \( \tilde{h} \) rather than \( h \), so that \( V(h) \) only depends on \( \tilde{h} \) and \( p(h) \).

Second, it is obvious that \( V(\tilde{h}, p) \) is decreasing in \( p \) (since the optimal strategy at a high \( p \) must generate a weakly higher payoff if \( p \) decreases). The reason is that under the optimal strategy \( \sigma \), each of the terms in \( U(F, \sigma, h) \) is decreasing in \( p \). We further claim that the slope of \( V(\tilde{h}, p) \) with respect to \( p \) is \(-1 \) times the probability that \( p \) is the lowest price at the time the consumer decides to stop, under the optimal continuation strategy. This is immediate from the fact that \( p \) only enters the consumer’s payoff \( U(F, \sigma, h) \) if the consumer purchases at this price. Thus, the slope is strictly greater than \(-1 \), unless there is probability one that the consumer will purchase at this price. Moreover, we claim that \( V \) is convex in \( p \). This is established by induction. Clearly \( V \) is convex in \( p \) for histories in \( \tilde{H}_N \). Inductively, the expected payoff from continuing to search is

\[
\mathbb{E}_{(\xi(n+1), t_{\xi(n+1)}, p_{\xi(n+1)})} \left[ V\left(\left(\tilde{h}, \xi(n + 1), t_{\xi(n+1)}\right), \min \left\{ p, p_{\xi(n+1)} \right\} \right) \right] | \tilde{h} \], \quad (20)
\]
Each term in this expectation is clearly convex, since it is decreasing and convex in $p(h) = p$ when $p(h) < p_{\sigma(n+1)}$, and is constant when the reverse inequality holds. Thus, the payoff from continuing is convex, and the payoff from stopping is linear in $p$, so that the maximum of these convex functions is also convex. This extends the inductive hypothesis to $n$.

Now we argue for the existence of reservation prices for $\tilde{h} \in \tilde{H}_n$ with $n < N$. If there is an $n' > n$ with $c(n', \theta) < c(n, \theta)$, then since the consumer can recall past prices, it is strictly optimal to continue searching, and we can set $r(\tilde{h}) = -\infty$. Now suppose that $c(n', \theta) > c(n, \theta)$ for all $n' > n$. Clearly, the payoff from stopping has a slope of $-1$ in the current lowest price and, since $c(n', \theta) > c(n, \theta)$ for $n' > n$, it is strictly optimal for the consumer to stop if the lowest price is zero. If the consumer is ever indifferent between stopping and continuing at some price $p$, then it must be because the payoff from stopping and the expected payoff from continuing to search (20) have crossed. But this can only happen if the slope of (20) is strictly greater than $-1$. As the expected payoff from continuing is convex, we conclude that for $p' > p$, the slope of (20) is also strictly greater than $-1$. As a result, (20) is strictly greater than the payoff from stopping for all $p' > p$. As a result, there is at most one point where the two payoffs cross, which is denoted by $r(\tilde{h})$, or if they never cross we let $r(\tilde{h})$ be any negative number.

Proof of Proposition 7. Let us fix a terminal history $h = (\theta, \xi, t, p)$. Suppose that firm $i$ deviates to $p'_i < p_i$. The resulting payoff is

$$
p'_i \sum_{n=\xi^{-1}(i)}^{N} \prod_{i \in L(p'_i, p_{-i}^{(\xi(1), \ldots, \xi(n))})} \left| \frac{\prod_{i \in L(p'_i, p_{-i}^{(\xi(1), \ldots, \xi(n))})}}{\prod_{i \in L(p'_i, p_{-i}^{(\xi(1), \ldots, \xi(n))})}} b_n(\sigma, \theta, \xi, t, (p'_i, p_{-i})) \right|.
$$

On the other hand, firm deviated from $p_i$ to $p'_i$ but the consumer did not adjust behavior, the payoff would be:

$$
p'_i \sum_{n=\xi^{-1}(i)}^{N} \prod_{i \in L(p'_i, p_{-i}^{(\xi(1), \ldots, \xi(n))})} \left| \frac{\prod_{i \in L(p'_i, p_{-i}^{(\xi(1), \ldots, \xi(n))})}}{\prod_{i \in L(p'_i, p_{-i}^{(\xi(1), \ldots, \xi(n))})}} b_n(\sigma, \theta, \xi, t, p) \right|.
$$

(Note that we have dropped terms where the consumer stops searching before reaching firm $i$.) We claim that (21) is greater than (22). To see why, observe that by Proposition 6, $\sigma(h)$ is weakly increasing in the lowest price. Let

$$
B_k(\sigma, \theta, \xi, t, p) = \sum_{n=k}^{N} b_n(\sigma, \theta, \xi, t, p)
$$
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denote the probability that the consumer searches at least \( k \) firms. Then clearly

\[
B_k(\sigma, \theta, \xi, t, p) = \prod_{k < n} \sigma(\theta, \{\xi(j), t_{\xi(j)}, p_{\xi(j)}\}_{j=1}^k),
\]

so that \( B_k(\sigma, \theta, \xi, t, p) = B_k(\sigma, \theta, \xi, t, (p'_i, p_{-i})) \) for \( k < \xi^{-1}(i) \), and \( B_k(\sigma, \theta, \xi, t, p) \leq B_k(\sigma, \theta, \xi, t, (p'_i, p_{-i})) \) for \( k \geq \xi^{-1}(i) \). Thus, the distribution of the stopping time when the consumer responds is first-order stochastically dominated by the stopping time distribution when the consumer does not respond. The result then follows from the fact that

\[
\prod_{i \in L((p'_i, p_{-i})_{\xi(1)}, \ldots, \xi(n))} \left| L((p'_i, p_{-i})_{\xi(1)}, \ldots, \xi(n)) \right|
\]

is decreasing in \( n \) for \( n \geq \xi^{-1}(i) \).

Thus, firm \( i \)'s payoff from a price cut is higher when the consumer responds than when the consumer does not respond, conditional on \((\theta, \xi, t, p)\). As a result, the interim payoff from the price cut, taking expectation across \((\theta, \xi, t, p_{-i})\), is also higher when the consumer’s search strategy responds (so that price counts adjust) than when the consumer doesn’t respond (so that the price count distribution is the same). Since (6) was computed under the premise that price counts do not respond, it must be that the firm’s surplus from a uniform downward deviation is weakly greater than (6). As a result, (5) must still be satisfied by the conditional price distributions that can be generated in equilibrium.

\[\square\]

**Proof of Theorem 3.** Let \( \mathcal{F} \) be the set of \( F \)'s satisfying the uniform downward constraint. Then the pointwise supremum of the \( F \)'s, denoted \( \hat{F} \), is finite and also satisfies the constraints, since for all \( x \),

\[
x \sum_{n=1}^{N} \mu(n)(n - 1) (\hat{F}(x))^n = \sup_{F \in \mathcal{F}} x \sum_{n=1}^{N} \mu(n)(n - 1) (F(x))^n \\
\leq \sup_{F \in \mathcal{F}} \sum_{n=1}^{N} \mu(n) \int_{y=x}^{u} (F(y))^n dy \\
= \sum_{n=1}^{N} \mu(n) \int_{y=x}^{u} (\hat{F}(y))^n dy.
\]

Hence, \( \hat{F} \in \mathcal{F} \), and clearly it first-order stochastically dominates every other \( F \in \mathcal{F} \).

Next, if \( \hat{F} \) does not satisfy (15) as an equality for all \( x \) such that \( \hat{F}(x) < 1 \), then we can
define $F(x)$ as the minimum of 1 and the solution $z$ to

$$p \sum_{n=1}^{N} \mu(n)(n-1)z^n = \sum_{n=1}^{N} \mu(n) \int_{y=x}^{v} (\hat{F}(y))^n dy.$$ 

Note that the right-hand side of this equation is increasing in $x$, and the left-hand side is strictly increasing in $z$. As a result, the new solution $F$ is increasing in $x$ and less than one. Moreover, we must have $F(p) \geq \hat{F}(p)$, and strictly so when (15) is slack. As a result,

$$x \sum_{n=1}^{N} \mu(n)(n-1)(F(x))^n \leq \sum_{n=1}^{N} \mu(n) \int_{y=x}^{v} (\hat{F}(y))^n dy \leq \sum_{n=1}^{N} \mu(n) \int_{y=x}^{v} (F(y))^n dy$$

so that $F \in \mathcal{F}$. This contradicts the hypothesis that $\hat{F}$ is the pointwise supremum of $\mathcal{F}$.

Finally, it remains to show that $\hat{F}$ is an equilibrium. Let $[\underline{x}, v]$ denote the support of $\hat{F}$. Let $R(x)$ be the payoff from a price of $x$ if other firms price according to $\hat{F}$. Clearly, $\hat{F}$ has no atoms at $\underline{x}$ and $v$, so that $R(x) = x$ for $x \leq \underline{x}$, and $R(x) = 0$ for $x \geq v$. Thus, to show that $\hat{F}$ is an equilibrium, it is sufficient to show that firms are indifferent between all $x$ such that $\hat{F}(x) < 1$. In this case,

$$R(x) = x \frac{N}{n} \mu(n) \left( \hat{F}(x) \right)^{n-1}.$$ 

Note that since (15) binds on the support of $\hat{F}$, it must be that $\hat{F}$ is differentiable on its support, with

$$\hat{F}'(x) = \frac{\sum_{n=1}^{N} \mu(n) n \left( \hat{F}(x) \right)^n}{x \sum_{n=1}^{N} \mu(n) (n-1) n \hat{F}(x)}.$$ 

Moreover, as we observed after Proposition 1, the integral form of the uniform downward constraint (7) is equivalent to (5), so that whenever $\hat{F}(x) < 1$,

$$x \sum_{n=1}^{N} \mu(n) n \left( \hat{F}(x) \right)^n = \sum_{n=1}^{N} \mu(n) \int_{y=x}^{v} y n \hat{F}^{n-1}(y) \hat{F}'(y) dy.$$ 

Thus,

$$R(x) N \hat{F}(x) = \sum_{n=1}^{N} \mu(n) \int_{y=x}^{v} y n \left( \hat{F}(y) \right)^{n-1} \hat{F}'(y) dy$$

$$= \int_{y=x}^{v} R(y) \hat{F}'(y) dy.$$ 
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As a result,

\[ R'(x) N \hat{F}(x) - NR(x) \hat{F}'(x) = -R(x) \hat{F}'(x), \]

so that \( R'(x) = 0 \). We conclude that firms are indifferent between all prices in the support of \( \hat{F} \), so that \( \hat{F} \) is an equilibrium. \( \square \)