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Abstract

We study optimal testing to inform quarantine decisions for a population exhibiting heterogeneous probability of carrying a pathogen. Because test supply is limited, the planner may choose to test a pooled sample, which contains the specimens of multiple individuals (Dorfman, 1943). We characterize the unique optimal allocation of tests. This allocation features assortative batching, whereby agents of differing infection risk are never jointly tested. Moreover, the planner tests only individuals whose prior quarantine decision is most uncertain. Finally, individuals with higher infection risk are tested in smaller batches, because such tests minimize the informational externality of group testing.
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1 Introduction

A key policy tool for addressing an emerging pandemic is the creation of social distance. Whereas one can require the entire population to shelter in place, such a coarse policy bears enormous economic costs. One potential solution is to use selective quarantines. Ideally, one would regularly test everyone, releasing individuals who test negative and quarantining those who test positive. Testing an entire country’s population, however, requires an unrealistically large testing capacity. One path toward relieving testing shortages is to use the same test to assess multiple individuals. Such group tests pool together samples collected from different people, returning a positive outcome whenever one of the group’s members is infected. The idea of testing a pooled sample goes back at least as far as Dorfman (1943), who suggested it as an efficient way of screening soldiers for syphilis. Since its introduction, pooled testing has been used in various domains, including the detection of HIV (Cahoon-Young et al., 1989; Kline et al., 1989; Behets et al., 1990; Archbold et al., 1991), avian flu (Arnold et al., 2013), and rare genes (Shental, Amir, and Zuk, 2010). Some recent studies have shown pooled testing can be effective in detecting a person infected with COVID-19 in groups of 10 (Seifried, Ciesek, and et al., 2020), 32 (Yelin et al., 2020), 48 (Shental et al., 2020), or even 57 (Theagarajan, 2020) individuals. Thus, group testing holds the promise of significantly increasing a state’s testing capacity. Our goal is to understand the optimal way to use group testing to aid a country’s quarantine policy.

When pooling samples from multiple individuals, one must choose not only whom to test, but also how to group the tested individuals. The reason is that the information produced by pooled tests depends jointly on our prior knowledge about all of the group’s members. For intuition, suppose we had a test that could perfectly detect whether the tested sample contains the pathogen. Applied to a single person, the test simply tells us whether the person is infected. Things are different when samples from two people, say Ann and Bob, are pooled together. Whereas a negative result still indicates neither is infected, much less is known following a positive result: In this case, all we know is that at least one person is infected. We do not know whether both individuals are infected, or only one of them is—and, if only one, who. Which state is most likely depends on our prior knowledge about the tested individuals. Clearly, we are more likely to believe Bob is infected if he exhibits symptoms than if he does not. Moreover, knowing Bob is symptomatic also impacts our inference about Ann, because the pooled test was likely to come back positive irrespective of whether she is infected. Hence, our prior information of one member of a pooled sample affects what we learn about all of the group’s members. As such, correctly dividing individuals into groups is crucial for our ability to benefit from pooled testing.

To illustrate our analysis and results, consider a planner who wants to maximize the expected number of individuals she releases back to the workforce, but will only release an individual who is known to be healthy. There are four individuals: two of high risk, and two of low risk. A high-risk individual is infected with probability 0.6, and a low-risk individual is infected with probability 0.1 (infection status being independent across people). The planner has two test kits, each of which can detect the presence of the virus without error. Without pooling samples, the best the planner can do is to test the two low-risk individuals,
in which case she expects to release 2\times0.9 = 1.8 individuals.

Suppose now that the planner can use each kit to test a pooled sample from up to two individuals, and each individual may be tested at most once. How should she allocate her two test kits across the four agents? Observe that not all pooling is beneficial for the planner. In particular, pooling together the low- and high-risk individuals is worse than single-sample testing: Because the probability that a low-risk and a high-risk person are simultaneously healthy is only 0.9\times0.4 = 0.36, pooling each high-risk individual with a low-risk person releases only 4\times0.36 = 1.44 people in expectation. It turns out that combining a low-risk individual’s sample with the sample of a high-risk person is never optimal. In other words, we show the optimal test allocation involves assortative batching, that is, only individuals with the same infection risk are pooled. Observe that such assortative pooling does better than single-sample testing in the current example: By using one kit to test the two low-risk individuals, and the other kit on the two high-risk individuals, one releases 2\times0.9^2 + 2\times0.4^2 = 1.94 people on average. Our analysis also shows the optimal allocation batches lower-risk individuals into larger groups than individuals with a higher probability of being infected. Consistent with this result, the optimal static test allocation in this example uses one kit to test a single high-risk individual, and one kit to test a pooled sample of the two low-risk people. In expectation, the planner releases 2 \times 0.9^2 + 0.4 = 2.02 individuals.

We solve for the optimal allocation of potentially pooled tests in a simple static environment with a continuum of agents, each of whom is either infected or healthy. Health is independent across agents, with different agents being infected with different probabilities given their observable characteristics. Whereas each agent’s infection probability is known, each individual’s realized health state is not. To learn more about each agent’s state, a planner has a small mass of tests at her disposal. Each test can be applied to a sample taken from up to K individuals, and each individual can be included in at most one test. A test returns a negative outcome if all of its samples come from healthy individuals. If any of the tested individuals is infected, the test returns a positive outcome. After tests are applied, the planner decides which individuals to quarantine and which to release. The planner gains a fixed benefit from releasing people to work, but suffers a larger per-person loss from releasing infected individuals. Quarantined individuals generate a normalized payoff of zero to the planner, whether infected or healthy.\(^1\)

Our analysis differs from the existing medical and statistical literature on group testing by focusing on quarantine decisions, which can be meaningfully informed by very imperfect information. By contrast, most medical studies on group testing focus on the possibility of reducing the number of tests required for precisely detecting which individuals are infected and which are not.\(^2\) Whereas precise detection is important for treatment, the added benefit of testing more subjects may be worth some uncertainty regarding an individual’s infection

---

\(^1\)Our paper does not address the problem of optimal test use for immediate diagnostic purposes. Therefore, the test capacity in our model might best be interpreted as the stock of tests remaining for the general population once hospitals’ diagnostic needs are met.

status when it comes to deciding whether they should be placed in quarantine. The difference in focus justifies a difference in assumptions: In contrast to the existing medical literature, which requires multiple tests to be run on the same person, our analysis assumes each person can be tested at most once.

As mentioned above, we show that batching should be assortative, namely, only the samples of equally risky individuals should be batched together. For intuition, observe that batching creates a negative inference externality in the form of false positives: A person may get a positive result because she was batched with an infected individual despite being healthy. As such, the cost of batching Ann with Bob increases with the probability that she is healthy and Bob is infected. By matching individuals that cause large (resp. small) negative externalities with those who are less (more) sensitive to them, assortative batching minimizes the loss of information imposed by batched testing.

Next, we show the planner optimum tests only individuals whose best quarantine decisions are most uncertain. More precisely, it is optimal to test only individuals whose infection risk lies in an interval around the planner’s quarantine indifference threshold. Roughly speaking, the value of a test increases with the probability that the tested individual’s outcome differs from the prior, that is, the probability that an a priori quarantined (resp. released) individual is released (quarantined). Because this probability is higher the closer an individual’s infection risk is to the quarantine threshold, testing around this threshold maximizes the planner’s benefits from each test.

We also prove that among tested individuals, the optimal group size declines with the probability of infection. The reason is that the negative externality generated by batching increases with the probability of infection. Moreover, we show that for sufficiently high infection probabilities, the negative externalities from batching are so large that batching is never optimal. For example, the planner should never batch-test individuals with prior infection probability above 0.5. To see why, consider a planner who needs to allocate a single test among two quarantined persons, each of whom is infected with probability $p$. Whereas using the test on a single sample would release $1 - p$ people in expectation, the average number of people the planner releases by pooling the two samples is $2 \times (1 - p)^2$. Thus, pooling the two samples together is beneficial if and only if $p < 0.5$. Pursuing this logic to its natural conclusion, we show that, in general, pooling $k$ individuals whose individual infection probability is above $1/k$ is never optimal.

Within the economics literature, the closest work to our own is a recent collection of papers studying some form of optimal test allocation to inform quarantine decisions. The most similar exercises among these (Deb et al., 2020; Ely, Galeotti, and Steiner, 2020; Kasy and Teytelboym, 2020) focus on issues other than batched testing. Deb et al. (2020) study the joint design of testing and financial incentives for a binary self-quarantine decision which induces (through agents’ self-selection based on private information) some very coarse targeted testing. Ely, Galeotti, and Steiner (2020) study how a finite budget of heterogeneously imperfect tests should be best allocated to heterogeneous agents. Kasy and Teytelboym (2020) study how costly perfect tests should be adaptively administered to both inform individuals’ quarantine decision and learn about how the disease agent’s prevalence covaries with observable characteristics. In its focus on group testing, our work is also very related to
that of Gollier (2020) and Gollier and Gossner (2020). Gollier (2020) shows that batching every tested agent into small group tests can outperform individualized testing for quarantine decisions and quantifies the benefits of such an improvement. Gollier and Gossner (2020) explore the benefits of group testing both for assessing population-level prevalence for a disease agent and for increasing the number of individuals who can be reliably assessed with scarce tests through adaptive testing. Finally, our work is thematically related to the growing economic literature, building on the classic SIR model and its cousins, that incorporates testing into models of aggregate quarantine decisions (e.g., Rowthorn and Toxvaerd, 2012; Acemoglu et al., 2020; Alvarez, Argente, and Lippi, 2020; Berger, Herkenhoff, and Mongey, 2020; Brotherhood et al., 2020; Eichenbaum, Rebelo, and Trabandt, 2020; Piguillem and Shi, 2020).

2 Model

A planner must allocate scarce tests to a continuum population of heterogeneous agents who may be infected by some disease agent. Agents have risk types $p$ distributed via $\mu$, a measure over $(0, 1)$. An agent of type $p$ has a probability $p$ of being infected. For convenience, we assume that $\mu$ is atomless. Our set of agents is “doubly infinite”: Every type $p$ in the support of $\mu$ is held by a continuum mass of agents. Each agent’s type is common knowledge, and neither the planner nor the agents know which agents are actually infected. We can interpret an agent’s type as reflecting demographic characteristics, symptoms, recently visited countries, etc. We assume no aggregate uncertainty exists, with the health of any finite set of agents being independent.

The planner has access to a mass $T \geq 0$ of tests. As described in our introduction, a given test can be administered to a batch of $k$ distinct agents, for any $k \in K := \{1, \ldots, K\}$, where $K \in \mathbb{N}$ is the test capacity (a technological constraint). We assume no agent can be tested more than once. Our baseline model also assumes away any imperfection in testing not derived from batching: If $k$ people are batch-tested, then the test outcome is positive if at least one of them is infected, and is negative otherwise. Each test’s outcome is publicly observed. Thus, if $k$ agents of types $p_1, \ldots, p_k$ are batch-tested, then the posterior probability that a tested agent of type $p_i$ is infected is $0$ if the test is negative, and

$$
q^+_{i,k}(p_1, \ldots, p_k) := \frac{p_i}{1 - \prod_{j=1}^{k}(1 - p_j)}
$$

if the test is positive. We call the probability in (1) the agent’s positive posterior. An untested agent has posterior probability equal to his type.

After allocating her tests, the planner observes the tests’ outcomes, and decides which agents (be they tested or untested) to quarantine and which to release. We normalize the

---

3Throughout the term “measure” refers to a finite, positive, countably additive Borel measure.

4For instance, we could model agents as living in $(0, 1)^2$ according to the product of $\mu$ and the Lebesgue measure.
planner’s payoff from quarantining an agent to zero. An unquarantined agent creates a benefit, for instance an economic or social benefit, of \( b > 0 \). However, if that agent turns out to be infected, the planner additionally suffers a loss of \( c > b \).\(^5\) Therefore, if an agent’s posterior probability of illness is \( q \in [0, 1] \), the planner derives an expected payoff of zero from quarantining him and \( b - cq \) otherwise. Consequently, the planner’s optimal quarantine decision is simple: Quarantine an agent if and only if his posterior illness probability is above \( \bar{q} : = \frac{b}{c} \).

Thus, an agent whose post-test infection probability is \( q \) gives the planner an expected payoff of

\[
v(q) := \max\{b - cq, 0\} = (b - cq) 1_{q < \bar{q}}.\]

Consider now the planner’s payoff from testing \( k \) individuals whose prior infection probabilities are \( p_1, \ldots, p_k \). With probability \( \prod_{i=1}^{k}(1 - p_i) \), the test indicates that all agents are healthy, and so the posterior probability any agent is infected is zero. In this case, the planner gets a payoff of \( v(0) \) per agent. With complementary probability, the test is positive, in which case the planner’s posterior for each tested agent is given by (1). Hence, the planner’s total expected payoff from the test is

\[
\sum_{i=1}^{k} \left\{ \left[ \prod_{j=1}^{k} (1 - p_j) \right] v(0) + \left[ 1 - \prod_{j=1}^{k} (1 - p_j) \right] v \circ q^+_{i,k}(p_1, \ldots, p_k) \right\}.
\]

Subtracting the planner’s payoff from these individuals had he conducted no test at all, \( \sum_{i=1}^{k} v(p_i) \), gives the test’s net benefit,

\[
\beta_k(p_1, \ldots, p_k) : = \sum_{i=1}^{k} \left\{ \left[ \prod_{j=1}^{k} (1 - p_j) \right] v(0) + \left[ 1 - \prod_{j=1}^{k} (1 - p_j) \right] v \circ q^+_{i,k}(p_1, \ldots, p_k) - v(p_i) \right\}.
\]

We now formulate our planner’s problem. Let \( T \) be the set of all \( K \)-tuples \( \bar{\tau} = (\tau_k)_{k=1}^{K} \), where each \( \tau_k \) is a measure over \( (0, 1)^k \). We interpret \( \bar{\tau} \) as a testing strategy, with each \( \tau_k \) describing the set of tests which are used to batch-test a group of \( k \) distinct agents. Our planner’s problem is as follows:

\[
\max_{(\tau_k) \in T} \sum_{k=1}^{K} \int_{(0,1)^k} \beta_k(p_1, \ldots, p_k) \, d\tau_k(p_1, \ldots, p_k)
\]

s.t. \( \sum_{k=1}^{K} \tau_k \left((0, 1)^k\right) \leq T \) \hspace{1cm} (S)

\( \sum_{k=1}^{K} \sum_{i=1}^{k} \text{marg}_i \tau_k \leq \mu. \) \hspace{1cm} (D)

Thus, the planner wishes to maximize the total expected net benefit from her tests, subject to two constraints. First, she must satisfy the supply constraint, (S), which says the number

\(^5\)Note our model is equivalent to one in which the benefit accrues only from unquarantined healthy agents, with the cost of an unquarantined infected agent being \( c - b \).
of tests used must be below the planner’s testing capacity. Second, she must respect her demand constraint, (D), a measure inequality saying that the number of agents tested of any given type cannot surpass the total number of agents of that type in the population.

3 The Optimal Testing Policy

In this section, we characterize the optimal testing policy. We begin by showing the planner tests only agents whose quarantine status depends on the test’s outcome. We then show the optimal testing policy is assortative, meaning each test is applied to a homogeneous group of agents. Using this result, we replace the supply constraint with its implied shadow cost, which allows us to solve the planner’s problem via pointwise maximization. This solution exhibits three properties. First, the planner only tests agents whose type lies in an interval around the quarantine threshold. Second, no test contains more than 1/p agents of type p. And third, agents with higher infection risk are tested in smaller groups.

We begin by simplifying the planner’s objective. Consider a batched test which tests k agents with risk types p_1, . . . , p_k. Say that the test is pivotal for the i^{th} agent if the decision of whether or not to quarantine him is different for a positive versus a negative test. Because a negative test perfectly clears him, this is equivalent to the positive posterior q^+_{i,k}(p_1, . . . , p_k) being at least \bar{q}. We now use pivotality to rewrite the direct benefit associated with the i^{th} agent’s allocative decision,

$$
\left[ \prod_{j=1}^{k} (1 - p_j) \right] v(0) + \left[ 1 - \prod_{j=1}^{k} (1 - p_j) \right] v\left( \frac{p_i}{1 - \prod_{j=1}^{k} (1 - p_j)} \right) - v(p_i).
$$

First, if the test is not pivotal for agent i, then the test’s result has no effect on behavior and, hence, no payoff consequence. Mathematically, because the value function v is affine on an interval containing the agent’s prior type, zero (which arises from a negative test), and the agent’s positive posterior, this payoff term is exactly zero. Next, observe that whenever the test is pivotal for i, v takes value zero when evaluated at i’s positive posterior and value b after a negative test. We can therefore rewrite the planner’s problem as

$$
\max_{(\tau_k)_{k=1}^K} \sum_{k=1}^{K} \int_{(0,1)^k} \sum_{i=1}^{k} 1_{q^+_{i,k}(p_1, . . . , p_k) \geq \bar{q}} \left\{ b \left[ \prod_{j=1}^{k} (1 - p_j) \right] - v(p_i) \right\} d\tau_k(p_1, . . . , p_k)
$$

s.t. (S), (D).

We now state our first result regarding optimal testing: An agent should be tested only if his quarantine status depends on the test’s outcome. The key is showing that adding agents for whom a test is not pivotal does not increase the test’s value to the planner.

**Proposition 1 (PIVOTALITY).**

The planner optimally tests only agents for whom the test is pivotal.
It is apparent from (O) that there is no direct benefit to non-pivotally testing an agent, and so any test which is pivotal for no agent may as well not be run. To show one should remove agents from a test that is not pivotal for them, we further verify group testing only generates negative informational externalities. To do so, suppose an a test is pivotal for agent $i$. Then, the associated value from testing him is $\prod_{j=1}^{k}(1 - p_j) b - v(p_i)$. Because both this value and agent $i$’s positive posterior increase when other agents are removed, reducing the batch size only increases the direct value from testing agent $i$.

Next, we establish the planner does not benefit from batching heterogeneous agents into one test.

**Theorem 1 (ASSORTATIVE BATCHING).**

The planner optimally tests agents of different types using different tests.

For intuition, imagine the planner intends to run $k$ different tests, each of which batches an identical set of $k$ heterogeneous agents. That is, each individual test is for a batch of non-identical agents, but the $k$-tuple of types $(p_1, \ldots, p_k)$ is the same for each of the $k$ tests. Without loss, say $p_1 \leq \cdots \leq p_k$. Given Proposition 1, we may as well assume each of the $k$ tests in question is pivotal for each of its $k$ tested agents.

Let us now observe the planner would benefit from instead batching agents assortatively, that is, from running $k$ different tests of $k$ agents in which no two different-type agents are tested together. Let us begin by explaining that the assortative test preserves pivotality. Consider first the agents of type $p_1$. In the new test, each such agent is paired with $k-1$ agents of a lower type than in his original test. Thus, the probability agent $p_1$ receives a positive test result despite being healthy decreases. It follows that the assortative test increases $p_1$’s positive posterior, and so preserves pivotality. Next, consider pivotality for agents of higher types. To do so, define the homogeneous-updating rule $q^+$ taking each batch size, $k \in K$, and agent type $p \in (0, 1)$, to the agent’s positive posterior from a test pooling $k$ agents of type $p$ together,

$$q^+(p, k) := q^+_{i,k}(p, \ldots, p) = \frac{p}{1 - (1-p)^k}.$$ 

In the appendix, we show $q^+$ is increasing in its first argument. Therefore, knowing the assortative test is pivotal for agent $p_1$ implies the test is pivotal for all other agents under consideration. Knowing assortative batching preserves pivotality, it remains to show it raises the principal’s objective. Adding up the direct net payoff effects from testing each of the $k^2$ agents in (O), this payoff ranking amounts to showing that re-batching the agents raises the average probability of testing negative, that is,

$$\sum_{i=1}^{k} \frac{1}{k} (1 - p_i)^k > \prod_{i=1}^{k} (1 - p_i).$$

Simple algebraic manipulation shows the above inequality is equivalent to the arithmetic-mean-geometric-mean inequality (see the Appendix). Intuitively, the risk of a positive test

---

6. Our double-continuum population assumption guarantees that if a given test of $k$ agents is run, the planner without loss runs continuum many such identical tests.
realization from a high-risk agent becomes less costly if said agent is batched with other high-risk agents.⁷

Next, we apply Theorem 1 to further simplify the planner’s objective. To that end, define \( \mathcal{T}^A \) to be the set of all \( K \)-tuples \( \vec{\tau} = (\tau_k)_{k=1}^K \), where each \( \tau_k \) is a measure over \((0,1)\). In a mild abuse of notation, we can view each \( \vec{\tau} \in \mathcal{T}^A \) as an element of \( \mathcal{T} \) by identifying each \( \tau_k \) with the unique measure over \( \overline{\mathcal{P}} \subseteq (0,1)^k : p_1 = \cdots = p_k \) with marginals equal to \( \tau_k \). Proposition 1 tells us the planner optimally restricts attention to testing policies under which each test is pivotal for every tested agent, whereas Theorem 1 says these tests optimally batch only homogeneous agents. Hence, adding a pivotality constraint for each tested agent and specializing the objective (O), supply constraint (S), and demand constraint (D) to testing strategies that respect those two results, the planner problem can be simplified to:

\[
\max_{(\tau_k)_{k=1}^K} \sum_{k=1}^K \int_{(0,1)} k \left[ (1 - p)^k b - v(p) \right] d\tau_k(p) \\
s.t. \tau_k[q^*(\cdot, k) \leq \bar{q}] = 0 \ \forall k \in K \\
\sum_{k=1}^K \tau_k(0,1) \leq T \\
\sum_{k=1}^K k\tau_k \leq \mu.
\]

We now replace the global supply constraint with the implied shadow cost of exhausting testing resources. In principle, even with tests having a fixed marginal cost rather than an aggregate constraint, our planner’s problem would remain non-separable across agents due the informational externality agents exert on each other in a group test. However, building on Theorem 1, our next result shows that, nevertheless, our planner’s problem can be solved individually for each type of agent. To state the result, define for each agent type \( p \in (0,1) \) and shadow cost \( \gamma \geq 0 \) the associated marginal testing value

\[
\varphi(p, k, \gamma) := (1 - p)^k b - v(p) - \frac{\gamma}{k} \text{ for each } k \in K;
\]

the optimal batch sizes

\[
k^*(p, \gamma) := \arg\max_{k \in K} \varphi(p, k, \gamma) \text{ s.t. } q^+(p, k) \geq \bar{q};
\]

and the testing index

\[
\varphi^*(p, \gamma) := \max_{k \in K} \varphi(p, k, \gamma) \text{ s.t. } q^+(p, k) \geq \bar{q}.
\]

The following theorem shows how, up to calibrating one global cost parameter, the planner can make efficient decisions—both about whom to test and about how much to engage in batched testing—separably across agent types.

⁷A similar force arises in problems of optimal team composition with complementarities (Prat, 2002). As our appendix shows, applying insights from that literature helps establish that assortative batching remains optimal even when testing is imperfect.
Theorem 2 (Indexability).
Feasible testing policy $\vec{\tau} \in \mathcal{T}^A$ is optimal if and only if it admits a shadow cost $\gamma \geq 0$ such that:

1. No agent of type $p$ with $\varphi^*(p, \gamma) < 0$ is tested;
2. Every agent of type $p$ with $\varphi^*(p, \gamma) > 0$ is tested in a homogeneous $k$-batch for some $k \in k^*(p, \gamma)$;
3. Either $(S^A)$ holds with equality or $\gamma = 0$.

Moreover, a unique optimal testing policy exists.

The proof of Theorem 2 is straightforward, given the preceding results. First, given the supply constraint $(S^A)$, one can view the planner as deciding, for each type $p$ and each batch size $k$, the fraction of $p$-type agents who will be tested in a batched test of $k$ (identical) agents. Given such a formulation, observe that the objective $(O^A)$, demand constraint $(D^A)$, and pivotality constraint $(P^A)$ are all separable across agent’s types—even though the benefits accrued from a batched test entail externalities. Hence, replacing the constraint $(S^A)$ with an augmented objective, a standard Lagrangian result (specifically, the convex multiplier rule; see Pourciau, 1980, 1983) implies the planner may optimize the modified objective pointwise across agents’ types.

Next, we turn to proving some qualitative features of the form of optimal testing—concerning both whom is tested and the degree to which they are optimally batched. First, we show the set of tested agents is an interval around the quarantine threshold.

Proposition 2 (Threshold Testing).
In the optimal testing policy, the tested agents are those in some interval including $\bar{q}$.

Because the shadow cost of a test is the same for all agents, it is intuitive that tests should be used on those for whom they provide the most instrumental value. As observed by Kasy and Teytelboym (2020) for the case of individual testing (i.e., without batching), this value of testing is maximized at the quarantine cutoff and is concave in an agent’s type. While it should be clear from the functional form of the marginal testing value (since $p \mapsto (1 - p)^k$ is strictly convex for $k > 1$) that this concavity does not extend to the group-testing context, we show in the appendix that the marginal testing value is nonetheless strictly quasiconcave in the range where it is positive. The result follows.

Next, we derive an upper bound on a tested agent type’s group size, that holds irrespective of the capacity of tests.

Proposition 3 (Limited Batch ing).
In the optimal testing policy, no tested agent of type $p$ is tested in a $k$-batch with $k \geq 1/p$.

The reasoning behind this result is straightforward. From objective $(O^A)$, we can quantify the gross benefit of a $k$-batched test of type $p$ agents as $k[b(1 - p)^k - v(p)]$. Direct computation shows that this gross benefit increases from reducing the batch size to be below $1/p$, from which we can show the marginal testing value $\varphi(p, \cdot, \gamma)$ similarly increases from such a decrease.
We conclude this section by showing that the degree of batching is always decreasing in an agent’s type, testing agents of lower infection risk in larger batches.

**Proposition 4 (Ordered batching).**

In the optimal testing policy, the test batch size is decreasing in the type of tested agents.

The proof of the above proposition shows that, for any given shadow cost, the optimal batch size decreases in an agent’s type. Such a structure would follow immediately from Theorem 2 if the marginal testing value $\varphi$ were submodular in agent type and batch size, and the optimal batch size always happened to satisfy the pivotality constraint. However, neither of these two properties holds. Still, we show they hold on the relevant range—that is, whenever the marginal testing value is positive and the batching limits of Proposition 3 are respected.

It is worth contrasting Proposition 4 with the intuition behind Proposition 2. Proposition 2’s intuition is that costly information resources should be deployed for the types of agents whose best allocative decision is most uncertain, that is, those around the threshold. However, Proposition 4 advocates decreased batching—in particular, enhanced information—as one moves to the right of the quarantine threshold. The key reason, which makes no appearance under individual testing, is that batching generates information externalities by creating false positives.

## 4 Discussion of Modeling Assumptions

In this section, we discuss some of our modeling assumptions and briefly describe some possible extensions. Supporting formal arguments for any nontrivial claims are in Appendix C.

**Imperfect tests.** Our analysis assumes tests are perfect, namely, they always reveal whether or not the pooled sample contains an infected individual. In practice, tests for infection are often imperfect, exhibiting both false positives, indicating an infection when there is none, and false negatives, failing to detect an infection even when it is present.

We extend our model to incorporate imperfect tests in Appendix section C. There, we allow for errors to occur both at the analysis stage, where the pooled sample may be wrongly labeled as positive or negative, and at the sampling stage, with each person’s sample failing to represent the individual’s actual infection state. We show such errors do not impact the optimality of assortative batching. The economic intuition is the same as in the baseline model: Pooling samples from individuals with a low likelihood of infection minimizes the informational externality due to group testing. Formally, this intuition corresponds to the planner’s total benefit from a batched test being a symmetric and supermodular function of the tested individuals’ infection probabilities (see Prat, 2002). Knowing that batching is assortative, one can again replace the test-supply constraint with a shadow cost to obtain an indexability result similar to Theorem 2. However, the resulting index when tests are
imperfect is substantially more complicated than the one introduced in Theorem 2. Still, one can show Propositions 2 and 4 continue to hold whenever tests exhibit only false positives.

**Richer Heterogeneity.** In our model, the sole source of heterogeneity between agents is their probability of infection. Another way in which agents may differ from each other is in the benefits and costs associated with being released from quarantine. Specifically, suppose each agent $i$ has his own idiosyncratic infection probability $p_i$, generates a benefit of $b_i$ if released, and costs the planner $c_i$ if released while infected. If the benefit varies inversely with infection risk, that is, $(p_i - p_j)(b_i - b_j) \leq 0$ for any two agents $i$ and $j$, assortatively re-batching group tests continues to yield a payoff improvement if it preserves pivotality. Intuitively, such a relationship can only increase the benefits of assortativity, which pools agents whose release benefits is highest with agents who are least likely to produce a release-impeding positive test result. As such, Theorem 1 remains intact as long as agents’ optimal threshold $\bar{q} = \frac{b}{c}$ is also decreasing in agents’ infection risk, that is, $(p_i - p_j)\left(\frac{b_i}{c_i} - \frac{b_j}{c_j}\right) \leq 0$ for any two agents $i$ and $j$—which, for instance, holds if costs are homogeneous or proportional to release benefits. In this case, a set of assortatively batched tests of a given size is pivotal for all agents if and only if the test administered to the lowest-risk agents is. It follows one can extend Theorem 1 to this more general setting whenever optimal quarantine thresholds and release benefits are appropriately monotone with infection probability.

Even supposing the relationships between sources of heterogeneity described above, the exact structure of an optimal testing policy can change substantially. For example, Proposition 4 does not extend: Higher infection probability may no longer be associated with a smaller batch size. Indeed, in the extreme special case in which $b$ is heterogeneous and $p$ is not, it is nearly immediate that the marginal testing value $\varphi$ is submodular in these benefits and the batch size. As such, with enough heterogeneity in release benefit and little enough heterogeneity in infection risk, the order described in Proposition 4 reverses.

**General quarantine thresholds.** Our analysis has thus far assumed the quarantine decision, in addition to the test policy decision, is at our planner’s discretion. But noncompliance of individual agents (in either direction), political frictions in policymaking, or other factors may leave agents’ quarantine decision out of the hands of our planner. A simple way of capturing such a friction in the model is to make $\bar{q} \in (0, 1)$ an exogenous parameter, which may not coincide exactly with $\frac{b}{c}$. Many of our results remain largely intact in this more general environment. For instance, assortative batching applies without change. Intuitively, once we know that all testing will be pivotal (that is, that Proposition 1 applies without change), the value calculations that support assortative batching (Theorem 1) are completely blind to the costs of releasing infected individuals, and so to the optimal threshold. Given this, indexability (Theorem 2) applies without change as well. Threshold testing (Proposition 2) also extends—and this is so even though our planner does not always prefer a higher quality of information when the threshold is suboptimal.

---

8Consistent with this intuition, assortative batching is typically not optimal when high-risk types are exactly the ones who generate a high benefit when released.
Propositions 3 and 4—that is, the upper-bounds on batch size and the monotonicity of optimal pool size—may fail. In the case that the quarantine threshold is too low (i.e., the case of excessive quarantining), both propositions go through without change, with their proofs adapting nearly immediately. If, however, the quarantine threshold is too conservative, the two propositions may not hold on the interval of types just below the threshold—those whom the planner would like to quarantine but, for exogenous reasons, must release unless they receive a pivotal test. For such types, the pivotality constraint may bind, and analysis may be more delicate. For instance, consider the extreme case of an overly conservative threshold: Every type of agent is below the fixed quarantine threshold, and the cost of releasing infected individuals is high enough that the optimal threshold is nearly zero. When the cost is sufficiently high and tests are very scarce, each tested type of agent is tested according to the maximum batch size feasible under pivotality, reversing the batch-size order suggested by Proposition 4.
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A Appendix: Proofs of Main Results

A.1 Proof of Proposition 1

We begin by formalizing the sense in which removing agents from a batched test improves the quality of information for remaining agents.

**Lemma 1** (Informative Testing). Removing some agents from a group test strictly increases:

1. Each remaining agent’s positive posterior from the test;
2. The probability of a negative test result.

**Proof.** Say the agents’ types in a \( k \)-batched test are \( p_1, \ldots, p_k \in (0, 1) \). The probability of a negative test is

\[
\bar{q} = \prod_{j=1}^{k} (1 - p_j),
\]

which strictly increases when some agents are removed from the test. The positive posterior of the \( i \)th agent is

\[
p_i \frac{\bar{q}}{1 - \bar{q}},
\]

which strictly increases when \( N \) increases. \( \Box \)

Although formalizing it entails some notational cost, the proof of the proposition is straightforward given the above lemma.

**Proof of Proposition 1.** Given a testing policy \( \tau \in \mathcal{T} \), we construct an alternative testing policy that yields a higher objective (O) and only pivotally tests agents. For each \( k \in K \) and \( J \subseteq \{1, \ldots, k\} \), let \( \pi_{k,J} : \mathbb{R}^k \to \mathbb{R}^{|J|} \) be the projection onto the \( J \)-coordinates in order, and let \( \Theta_{k,J} \) be the set of all \( \vec{p} = (p_i)_{i=1}^{k} \in (0, 1)^k \) such that the agents who find a batched test with type profile \( \vec{p} \) pivotal are exactly those in \( J \), that is, such that

\[
\left\{ i \in \{1, \ldots, k\} : \frac{p_i}{\prod_{j=1}^{k} (1 - p_j)} \geq \bar{q} \right\} = J.
\]

We now define the new testing policy that arises from taking \( \tau \) and removing all agents whose respective tests are not pivotal for them. Formally, let

\[
\tau^* := \left\{ \sum_{k=\hat{k}}^{K} \sum_{J \subseteq \{1, \ldots, k\} : |J| = \hat{k}} \tau_k \left( \cdot \right) \cap \Theta_{k,J} \circ \pi_{k,J}^{-1} \right\}_{k=1}^{K}
\]

be the alternative testing policy. It is immediate from the construction that \( \tau^* \in \mathcal{T} \) and that \( \tau^* \) satisfies the supply (S) and demand (D) constraints because \( \tau \) does. Moreover, given the first part of Lemma 1, for every \( \hat{k} \in \{1, \ldots, K\} \), the measure \( \tau^*_k \) over \( \hat{k} \)-batched tests comprises only tests that are pivotal for every tested agent. Finally, the second part of Lemma 1 therefore implies \( \tau^* \) yields a strictly higher objective (O) than \( \tau \) if any positive measure of tests under \( \tau \) was pivotal for a proper nonempty subset of the tested agents. \( \Box \)
### A.2 Proof of Theorem 1

We begin by making some observations about the comparative statics of belief updating from positive results of batched tests.

**Lemma 2 (Comparative Statics of Updating).**

An agent’s positive posterior from a test is:

1. Strictly decreasing in the types of the other agents batched into the same test.
2. Strictly decreasing in $k$ and strictly increasing in $p$, if the test is a homogeneous test of $k > 1$ different agents of type $p$.

**Proof.** The first result is immediate from the formula for a positive posterior. It is also immediate that $q^+(p, k)$ is strictly decreasing in $k$. All that remains, then, is to show that $q^+(p, k)$ strictly increases with $p$ when $k > 1$. But this feature follows readily from

$$q^+(p, k) = \frac{1 - (1 - p)^k}{\sum_{i=0}^{k-1} (1 - p)^i}.$$

□

Let us briefly comment on the one nontrivial piece of the above lemma. Consider two different hypothetical batch-tests, each with the same number of batched agents, each homogeneous, one testing high-risk agents and the other testing low-risk agents. In ranking the associated positive posterior from the two tests, there is a trade-off. On one hand, the higher-risk agents have a higher prior probability of being infected, and so will have a higher posterior probability of illness given any outcome in any fixed experiment about one’s own illness. On the other hand, being batched with higher-risk agents leads to a different experiment about one’s own illness, with a higher incidence of false positives, so that a positive test should be less suggestive of illness. The lemma establishes that the former effect always dominates.

Next, we record a useful computation concerning the probability of a negative outcome of a batched test. It says that, given $k$ groups of $k$ identical agents who can be sorted into $k$ different batch-tests of $k$ agents, the expected number of negative tests is maximized by making each batched test homogeneous, rather than making the tests identically heterogeneous.

**Lemma 3 (Comparative Statics of Batching).**

Given $k \in K$ and a list of $k$ types $p_1, \ldots, p_k \in (0, 1)$ that are not all identical,

$$k^2 \prod_{i=1}^{k} (1 - p_i) < k \sum_{i=1}^{k} (1 - p_i)^k.$$

**Proof.** This inequality is exactly the AM–GM inequality, applied to $(1 - p_1)^k, \ldots, (1 - p_k)^k$.

□

Assortative batching is conceptually straightforward to establish given its supporting lemmas.
Proof of Theorem 1. Given a testing policy \( \hat{\tau} \in \mathcal{T} \), which we without loss take to be pivotal for every tested agent by Proposition 1, we will construct an alternative testing policy with assortative batching that yields a higher objective (O). For each \( k \in K \), let \( t_k : \mathbb{R} \to \mathbb{R}^k \) be the diagonal inclusion, that is, the map taking \( p \mapsto (p, \ldots, p) \). Define now the new testing policy that arises from taking \( \tau \) and splitting every \( k \) copies of the same \( k \)-batched test into \( k \) different homogeneous-batch tests that together test the same \( k \) agents. Formally, let

\[
\vec{\tau}^* := \left( \frac{1}{k} \sum_{i=1}^{k} \text{marg}_{i} \tau_k \right) \circ t_k^{-1}
\]

be the alternative testing policy. It is immediate from the construction that \( \vec{\tau}^* \in \mathcal{T} \) and that \( \vec{\tau}^* \) satisfies the supply (S) and demand (D) constraints because \( \tau \) does.

Now, let us observe that the new testing policy still satisfies pivotality. For this, it suffices to show that, for any \( p_1, \ldots, p_k \in (0, 1) \), we have \( \frac{p_i}{1-(1-p_k)\bar{q}} \geq \bar{q} \) for every \( i \in \{1, \ldots, k\} \) whenever \( \frac{p_i}{1-(1-p_k)\bar{q}} \geq \bar{q} \) for every \( i \in \{1, \ldots, k\} \). But, letting \( i^* \in \text{argmin}_{i \in \{1, \ldots, k\}} p_i \), this feature follows from

\[
\frac{p_{i^*}}{1-(1-p_k)\bar{q}} \leq \frac{p_{i^*}}{1-(1-p_k)\bar{q}} \leq \frac{p_{i^*}}{1-(1-p_k)\bar{q}} \forall i \in \{1, \ldots, k\},
\]

where the two inequalities come directly from the two parts of Lemma 2.

Finally, having shown that every administered test under \( \vec{\tau} \) is pivotal for every tested agent, Lemma 3 implies \( \vec{\tau}^* \) yields a strictly higher objective (O) than \( \vec{\tau} \) if \( \vec{\tau} \) entails a positive measure of non-assortative tests. \( \square \)

A.3 Proof of Theorem 2

That optimality of a given testing rule can be expressed in terms of an endogenous shadow cost follows readily from a standard multiplier rule for convex optimization problems. Existence and uniqueness then follow from direct arguments using this characterization.

Proof of Theorem 2. To see this result, it is convenient to recast the planner’s problem in slightly different language. For a given \( \hat{\tau} \in \mathcal{T}^A \), the constraint (D\(^A\)) says that each of \( \{\tau_k\}_{k=1}^K \) is absolutely continuous with respect to \( \mu \) and that the scaled Radon–Nikodym derivatives \( f_k := k \frac{d\tau_k}{d\mu} \) satisfy \( \sum_{k=1}^K f_k \leq \text{a.e.} 1 \). The constraint (S\(^A\)) then says that \( \sum_{k=1}^K \int \frac{f_k}{K} \text{d}\mu \leq T \), and the constraint (P\(^A\)) says that \( [q^+(\cdot, k) - \bar{q}] f_k \geq \text{a.e.} 0 \) for every \( k \in K \). Moreover, the objective (O\(^A\)) can be rewritten as \( \sum_{k=1}^K \int \varphi(\cdot, k, 0) f_k(\cdot) \text{d}\mu \). Therefore, defining the convex set

\[
\mathcal{F} := \left\{ f \in \left[ L^1(0, 1) \right]^K : f_k \geq 0 \text{ and } [q^+(\cdot, k) - \bar{q}] f_k \geq 0 \text{ for every } k \in K \text{, and } \sum_{k=1}^K f_k \right\},
\]
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we can equivalently express the planner’s problem as

$$\max_{f \in F} \sum_{k=1}^{K} \int \varphi(\cdot, k, 0) f_k(\cdot) \, d\mu$$

subject to

$$\sum_{k=1}^{K} \int \frac{f_k}{k} \, d\mu \leq T.$$ 

Now, applying the convex multiplier rule (and noticing that $0 \in F$ satisfies $\sum_{k=1}^{K} \int \frac{0}{k} \, d\mu < T$), a given feasible $f^* \in F$ is optimal if and only if some $\gamma \geq 0$ exists such that

- $f^* \in \operatorname{argmax}_{f \in F} \{ \gamma T + \sum_{k=1}^{K} \int \varphi(\cdot, k, \gamma) f_k(\cdot) \, d\mu \}$;
- $\gamma = 0$ if $\sum_{k=1}^{K} \int \frac{f_k}{k} \, d\mu < T$.

The optimality characterization then follows from noticing that, for $p \in (0, 1)$ and and $k \in K$, the vector $w^* \in \mathbb{R}^K$ maximizes $\sum_{k=1}^{K} w_k \varphi(p, k, \gamma)$ over all $w \in \mathbb{R}^K_+$ with $([q^*(\cdot, k) - \bar{q}] w_k)_{k=1}^{K} \geq 0$ if and only if

- $w^*_k = 0$ for every $k \in K \setminus k^*(p, \gamma)$;
- $w^*_k \geq 0$, with equality if $\varphi^*(p, \gamma) < 0$;
- $\sum_{k=1}^{K} w^*_k = 1$ if $\varphi^*(p, \gamma) > 0$.

Finally, we verify existence and uniqueness. If $T \geq \mu(0, 1)$, then existence and uniqueness are trivial because testing every agent without batching uniquely (up to measure zero) achieves the first-best outcome, so suppose $T < \mu(0, 1)$.

As a starting observation, for any $\gamma \geq 0$, the nonzero piecewise-polynomial function $\varphi(\cdot, k, \gamma) - \varphi(\cdot, k', \gamma)$ can have at most finitely many roots for any two distinct $k, k' \in K$. Hence, at most finitely many types can have more than one optimal batch size for any given multiplier $\gamma$. In particular, for any given $\gamma \geq 0$ and Borel $f : (0, 1) \times K \rightarrow \mathbb{R}$, the number $\int f(p, k^*(p, \gamma)) \, d\mu(p)$ is well defined.

Now, for each type $p \in (0, 1)$ the function $\varphi(p, k, \cdot)$ is continuous and strictly decreasing for each $k \in K$ with $q^*(p, k) \geq \bar{q}$, and so the finite maximum $\varphi^*(p, \cdot)$ is continuous and strictly decreasing too. Therefore, the functions $\gamma \mapsto \int_{\varphi^*(\cdot, \gamma) \geq 0} \frac{1}{k^*(\gamma)} \, d\mu$ and $\gamma \mapsto \int_{\varphi^*(\cdot, \gamma) > 0} \frac{1}{k^*(\gamma)} \, d\mu$ are upper semicontinuous and lower semicontinuous, respectively, and both nonincreasing. But non-atomicity of $\mu$ tells us that the (continuous and piecewise strictly monotone) transformation $\varphi^*(\cdot, \gamma)$ has non-atomic $\mu$-distribution too for each $k \in K$. It follows that $\varphi^*(\cdot, \gamma)$ is $\mu$-non-atomically distributed. Therefore, the function

$$m : \mathbb{R}_+ \rightarrow \mathbb{R}$$

$$\gamma \mapsto \int_{\varphi^*(\cdot, \gamma) \geq 0} \frac{1}{k^*(\gamma)} \, d\mu = \int_{\varphi^*(\cdot, \gamma) > 0} \frac{1}{k^*(\gamma)} \, d\mu$$
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is continuous and nonincreasing. As \( m(0) > T > 0 = \lim_{\gamma \to \infty} m(\gamma) \), the intermediate value theorem delivers some \( \gamma^* \) for which \( m(\gamma) = T \). An optimal testing policy then exists in which exactly the types in \( \{ \varphi^*(\cdot, \gamma) > 0 \} \) are tested, and each such type \( p \) is tested in a \( k^*(p, \gamma^*) \)-batch.

Hence, all that remains is to verify uniqueness. To that end, fix some witnessing multiplier \( \gamma^* \geq 0 \) for which some testing satisfies the optimality conditions in the statement of the theorem. Observe that, in fact, \( \text{every} \) optimal testing rule satisfies said optimality conditions for \( \gamma^* \). Indeed, satisfying the optimality conditions corresponds exactly to forming a Nash equilibrium of the two-player zero sum game in which Maximizer chooses a testing policy in \( \mathcal{F} \), Minimizer chooses a multiplier in \( \mathbb{R}_+ \), and the former’s objective is \( (f, \gamma) \mapsto \gamma T + \sum_{k=1}^K \int \varphi(\cdot, k, \gamma) f_k(\cdot) \, d\mu \). But as the set of Nash equilibria of any two-player zero-sum game is a product set of strategy profiles, every optimal testing rule is witnessed as such by \( \gamma^* \). Uniqueness will then follow if we can show that there can be unique optimal \( f^* \in \text{argmax}_{f \in \mathcal{F}} \{ \gamma^* T + \sum_{k=1}^K \int \varphi(\cdot, k, \gamma^*) f_k(\cdot) \, d\mu \} \). But because \( k^*(\cdot, \gamma^*) \) is almost everywhere single-valued (as noted above), the optimal batch size is unique for all but a null set of tested agents. Moreover, \( \varphi(\cdot, k, \gamma^*) \) is a nonzero polynomial on either side of \( \bar{q} \), so that the finite maximum \( \varphi^*(\cdot, \gamma^*) \) has finitely many zeroes. The optimal set of agents tested is then also unique up to a null set.

\[ \square \]

### A.4 Proof of Proposition 2

We now show that the set of types that the planner tests is an interval around the threshold \( \bar{q} \). The proof shows that, among types of at least as high risk as the lowest-risk tested types, the marginal testing value is single-peaked in one’s type, with its peak occurring at the threshold. Consequently, the result follows from Theorem 2.

The following lemma shows that such single-peakedness applies separately to each batch size for the range of types where that batch size is worth employing.

**Lemma 4 (Single-Peaked Index as Type Varies).**

For each \( \gamma \geq 0 \) and \( k \in K \), the set \( I_k := \{ \varphi(\cdot, k, \gamma) \geq 0 \} \) is an interval that has \( \bar{q} \) in its closure if it is nonempty, and \( \varphi(\cdot, k, \gamma) \) is strictly increasing on \( I_k \cap (0, \bar{q}) \) and strictly decreasing on \( I_k \cap (\bar{q}, 1) \).

**Proof.** First, for \( p \in [\bar{q}, 1] \), we have \( \varphi(p, k, \gamma) = b(1 - p)^k + \frac{c - \gamma}{k} \), which strictly decreases with \( p \). Therefore, \( I_k \cap [\bar{q}, 1] \) is convex, it contains \( \bar{q} \) if it is nonempty, and \( \varphi(\cdot, k, \gamma) \) is strictly decreasing there.

Next, consider any \( p \in (0, \bar{q}) \) such that \( \varphi(p, k, \gamma) \geq 0 \). Let us show that \( \frac{\partial}{\partial p} \varphi(p, k, \gamma) > 0 \), which will deliver the lemma. To that end, observe that every \( \bar{p} \in (0, \bar{q}) \) has

\[
\varphi(\bar{p}, k, \gamma) = b(1 - \bar{p})^k - (b - c\bar{p}) - \frac{\gamma}{k} = b \left[ 1 - \frac{\bar{p}}{q^*(p, k)} \right] - (b - c\bar{p}) - \frac{\gamma}{k} = \bar{p} \left[ c - \frac{b}{q^*(p, k)} \right] - \frac{\gamma}{k}.
\]

In particular,

\[
\varphi(p, k, \gamma) \geq 0 \implies c - \frac{b}{q^*(p, k)} \geq \frac{\gamma}{kp} \geq 0,
\]
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and the second part of Lemma 2 implies \( c - \frac{b}{q'(p,k)} \) is strictly increasing too. Therefore,

\[
\frac{\partial}{\partial p} \varphi(p,k,\gamma) = 1 \left[ c - \frac{b}{q'(p,k)} \right] + p \frac{\partial}{\partial p} \left[ c - \frac{b}{q'(p,k)} \right] > 0,
\]

as required. \( \square \)

Now, we show that the above lemma readily delivers interval testing.

**Proof of Proposition 2.** Let us consider an optimal testing policy, and a witnessing multiplier \( \gamma \) as delivered by Theorem 2. Consider any \( p \in (0,1) \) such that \( \varphi^*(p,\gamma) \geq 0 \). There is then some \( k \in K \) such that \( q^+(p,k) \geq \bar{q} \) and \( \varphi(p,k,\gamma) = \varphi^*(p,\gamma) \). Consider any \( p' \) such that \( p < p' \leq \bar{q} \) or \( \bar{q} < p' < p \). First, observe that \( q^+(p',k) \geq \bar{q} \): This inequality is immediate from \( q^+(p',k) \geq p' \) if \( p \geq \bar{q} \), and from the second part of Lemma 2 if \( p' > p \). Therefore, \( \varphi'(p',\gamma) \geq \varphi(p',k,\gamma) \). But Lemma 4 then says \( \varphi(p',k,\gamma) > \varphi(p,k,\gamma) \), delivering the proposition. \( \square \)

### A.5 Proof of Proposition 3

We first record a simple efficiency property of optimal testing: The planner should not be able to remove some tested agents from a batched test and derive the same value. Intuitively, if she could, she could then profitably test the removed agents for a strict improvement.

**Lemma 5 (Test Efficiency).**

*Suppose \( \gamma \geq 0 \) and \( p \in (0,1) \) have \( \varphi^*(p,\gamma) > 0 \). Then every \( k \in k^*(p,\gamma) \) has*

\[
\arg\max_{k \in \{1, \ldots, K\}} [k'(1-p)^k] = \{k\}.
\]

**Proof.** Take an arbitrary \( k' \in K \) with \( k' < k \). First observe that

\[
b(1-p)^k - \frac{\gamma}{k} = \varphi(p,k,\gamma) + v(p) \geq \varphi(p,k,\gamma) = \varphi^*(p,\gamma) > 0.
\]

It follows that

\[
k' \left[ \varphi(p,k',\gamma) - \varphi(p,k,\gamma) \right] = k' \left[ b(1-p)^{k'} - \frac{\gamma}{k'} \right] - k' \left[ b(1-p)^k - \frac{\gamma}{k} \right] \\
> k' \left[ b(1-p)^{k'} - \frac{\gamma}{k'} \right] - k \left[ b(1-p)^k - \frac{\gamma}{k} \right] \\
= b \left[ k'(1-p)^{k'} - k(1-p)^k \right].
\]

Therefore, since Lemma 2 says \( q^+(p,k') \geq \bar{q} \) if \( q^+(p,k) \geq \bar{q} \), having \( k'(1-p)^k \geq k(1-p)^k \) would contradict \( k \in k^*(p,\gamma) \). \( \square \)

We now show, as a direct consequence of the above lemma, a limit on the batch size of a given agent.
**Proof of Proposition 3.** Given $\gamma \geq 0$ and an agent type $p \in (0, 1)$ with $\varphi^*(p, \gamma) > 0$, our goal is to show $k^*(p, \gamma) \subseteq \{1, \ldots, \kappa(p)\}$, where $\kappa(p) := \max \left( K \cap \left[ 1, \frac{1}{p} \right] \right)$.

First, any $k \in K$ with $k > \kappa(p)$ has

$$k(1-p)^k - (k-1)(1-p)^{k-1} = (1-p)^{k-1}(1-kp) \leq 0,$$

so that $k \mapsto k(1-p)^k$ is weakly decreasing on $\{k \in K : k \geq \kappa(p)\}$.

Consider now an arbitrary $k \in K$ with $k > \kappa(p)$, so that the above calculation shows $k(1-p)^k \leq \kappa(p)(1-p)^{k(p)}$. Our goal is to show $k \notin k^*(p, \gamma)$. By definition of $k^*$, there is nothing to show if $q^*(p, k) < \bar{q}$ or $\varphi(p, k, \gamma) \leq 0 < \varphi^*(p, \gamma)$; so assume otherwise. But then, Lemma 5 tells us $\varphi(p, \kappa(p), \gamma) > \varphi(p, k, \gamma)$. But Lemma 2 implies $q^*(p, \kappa(p)) \geq \bar{q}$ because $q^*(p, k) \geq \bar{q}$, so that $k \notin k^*(p, \gamma)$.

\[\big] A.6 Proof of Proposition 4 \[\]

Throughout this subsection, we derive several intermediate results toward the comparative statics of optimal batch sizes.

First, while our index is not generally single-peaked in the size of a batch, the following lemma establishes that it is so on the relevant range, that is, for the set of batch sizes that outperform not testing an agent at all (given the shadow cost of testing).

**Lemma 6 (Single-Peaked Index as Batch Size Varies).** For any $\gamma \geq 0$ and $p \in (0, 1)$, the set $\{k \in K : \varphi(p, k, \gamma) > 0\}$ is an interval in $K$, and the function $\varphi(p, \cdot, \gamma)$ is strictly quasiconcave on said interval.

**Proof.** Let $\zeta := \frac{1}{2} \log \frac{1}{1-p} > 0$, and define $f : \mathbb{R}_+ \to \mathbb{R}$ by letting $f(0) := -v(p)$ and $f(z) := be^{-\frac{2z}{e}} - v(p) - \gamma z$ for each $z > 0$. The function $f$ is clearly smooth on $(0, \infty)$, and is therefore, applying L’Hôpital’s rule at $z = 0$, continuous on its whole domain. Moreover, because the function $k \mapsto \frac{1}{k}$ is strictly monotone on $K$ and each $k \in K$ has $\varphi(p, k, \gamma) = f\left(\frac{1}{k}\right)$, it suffices to show that $\{f > 0\}$ is an interval and $f$ is strictly quasiconcave on said interval. To that end, note that each $z > 0$ has

$$f'(z) = \frac{2b\gamma}{z^2} e^{-\frac{2z}{e}} - \gamma \implies f''(z) = \frac{4b\gamma}{z^3} e^{-\frac{2z}{e}} (\zeta - z),$$

so that $f$ is strictly convex on $[0, \zeta]$ and strictly concave on $[\zeta, \infty)$. Now, let $z_*$ be the minimizer of $f|_{[0, \zeta]}$. Because $f|_{[\zeta, \infty)}$ is strictly increasing and $f|_{[0, \zeta]}$ is strictly concave (hence strictly quasiconcave), it follows directly that $f|_{[\zeta, \infty)}$ is strictly quasiconcave. The result then follows if $f|_{[0, z_*]} \leq 0$. But the latter property indeed holds because $f|_{[0, z_*]}$ is decreasing and $f(0) \leq 0$.

We now demonstrate that, where the constraint (P4) is not relevant, the optimal batch size is decreasing in an agent’s type. This feature would obtain immediately if the marginal testing value exhibited decreasing differences in the batch size and an agent’s type. The proof shows that decreasing differences indeed obtains in the relevant range of batch sizes, where the relevant range is that suggested by Proposition 3.
**Lemma 7 (Decreasing batching without pivotality concerns).**
Suppose \( \gamma \geq 0; 0 < p < p' < 1; \varphi^*(p, \gamma), \varphi^*(p', \gamma) > 0; k \in k^*(p, \gamma); k' \in k^*(p', \gamma); \) and \( q^*(p, k') \geq \tilde{\gamma} \). Then \( k \geq k' \).

**Proof.** As in the proof of Proposition 3, let \( \kappa(p') := \max \left( K \cap \left[ \frac{1}{p'}, 1 \right) \right) \). First note that if \( k \geq \kappa(p') \), then the result follows directly from Proposition 3. Let us now focus on the case that \( k < \kappa(p') \), and assume for a contradiction that \( k < k' \). Proposition 3 then tells us \( k' \in \{ k + 1, \ldots, \kappa(p') \} \). Moreover, Lemma 2 then says \( q^*(p', k) \geq q^*(p', k') \geq \tilde{\gamma} \), implying \( \varphi(p', k', \gamma) \geq \varphi(p', k, \gamma) \) by definition of \( k^*(p', \gamma) \equiv k' \).

We now proceed to show \( \varphi(p, k', \gamma) > \varphi(p, k, \gamma) \), which will (since \( q^*(p, k') \geq \tilde{\gamma} \) by hypothesis) contradict \( k \in k^*(p, \gamma) \), delivering the lemma.

To that end, observe any \( \bar{p} \in [p, p'] \) and \( k \in \{ k + 1, \ldots, k' \} \) have
\[
\frac{\partial}{\partial \bar{p}} \left[ (1 - \bar{p})^k - (1 - \bar{p})^{k-1} \right] = -\frac{\partial}{\partial \bar{p}} \left[ \bar{p}(1 - \bar{p})^{k-1} \right] = -(1 - \bar{p})^{k-2} \left[ (1 - \bar{p}) - \bar{p}(k - 1) \right] = (1 - \bar{p})^{k-2} \left[ \bar{p}k - 1 \right] \leq (1 - \bar{p})^{k-2} \left[ p' \kappa(p') - 1 \right] < 0.
\]

Summing over \( \tilde{k} \) and integrating over \( \bar{p} \) then yields
\[
(1 - p')^k - (1 - p)^k < (1 - p')^{k'} - (1 - p)^{k'}.
\]

Finally, we see that
\[
0 \leq \varphi(p', k', \gamma) - \varphi(p', k, \gamma) = \left[ b(1 - p')^k - \frac{\gamma}{k} \right] - \left[ b(1 - p')^{k'} - \frac{\gamma}{k'} \right] < \left[ b(1 - p)^k - \frac{\gamma}{k} \right] - \left[ b(1 - p)^{k'} - \frac{\gamma}{k} \right] = \varphi(p, k', \gamma) - \varphi(p, k, \gamma),
\]
as desired. \( \square \)

The next lemma extends the previous one to account for the pivotality constraint on batched testing. Roughly, Lemma 7 determines how optimal batch sizes vary with type wherever the pivotality constraint is not binding, and Lemma 6 determines how they vary where pivotality is binding.

**Lemma 8 (Decreasing batching when pivotality is slack).**
Suppose \( \gamma \geq 0; 0 < p < p' < 1; \varphi^*(p, \gamma), \varphi^*(p', \gamma) > 0; k \in k^*(p, \gamma); k' \in k^*(p', \gamma); \) and \( q^*(p, k + 1) \geq \tilde{\gamma} \). Then \( k \geq k' \).

**Proof.** Define \( I := [p, p'] \cap \{ \varphi^*(\cdot, \gamma) > 0 \} \), which is an interval by Proposition 2. For each \( \tilde{k} \in K \setminus \{1\} \), Lemma 2 and the intermediate value theorem deliver a unique \( p_\tilde{k} \) such that \( q^*(p_\tilde{k}, \tilde{k}) = \tilde{\gamma} \). Letting \( p_1 := 0 \), Lemma 2 tells us \( p_1 < \cdots < p_K \).
Throughout the proof, we fix an arbitrary selector \( k^* : I \rightarrow K \) of \( k^*(\cdot, \gamma)|_I \). It suffices to show that \( k^* \) is weakly decreasing.

To that end, let us establish by induction on \( k \in K \) that \( k^* \) is weakly decreasing on \( I \cap (0, p_k] \). Such monotonicity is vacuous whenever \( I \cap (0, p_k) = \emptyset \), and in particular for the base case of \( k = 1 \). Toward the inductive step, suppose \( k \in K \setminus \{1\} \) is such that \( k^* \) is weakly decreasing on \( I \cap (0, p_{k-1}] \), and focus on the nontrivial case that \( I \cap (0, p_k) \neq \emptyset \). By Lemma 7, \( k^* \) is weakly decreasing on \( I \cap [p_{k-1}, p_k] \), and so on \( I \cap (0, p_k) \).

Hence, all that remains for the inductive step is to show that \( k^*(p_k) \leq \lim_{\gamma \downarrow p_k} k_- \) Assume otherwise for a contradiction. Then \( k^*(p_k) > k_- \) has \( \varphi(p_k, k^*(p_k), \gamma) > \varphi(p_k, k_-, \gamma), 0 \). By continuity of \( \varphi \), therefore, some \( p_- \in [p_{k-1}, p_k) \) exists such that

\[
\varphi(p_-, k^*(p_k), \gamma) > \varphi(p_-, k_-, \gamma), 0
\]

and \( k_- = k^*(p_-) \). But then, Lemma 6 implies \( \varphi(p_-, k_- + 1, \gamma) > \varphi(p_-, k_-, \gamma) \) too. As Lemma 2 implies \( q^+(p_-, k_- + 1, \gamma) \geq q^+(p, k + 1, \gamma) \geq \bar{q} \), the payoff ranking contradicts \( k_- \in k^*(p_-, \gamma) \).

We have thus established that \( k^* \) is weakly decreasing on \( I \cap (0, p_K) \). Finally, Lemma 7 says \( k^* \) is weakly decreasing on \( I \cap [p_K, 1) \), and so on all of \( I \).

Finally, we observe that the previous lemma delivers simple qualitative structure on the optimal batch size as one varies and agent’s type: Conditional on testing, higher types receive a higher-quality (that is, less batched) test.

**Proof of Proposition 4.** Consider the optimal testing rule, and let \( y \) be a witnessing shadow cost as delivered by Theorem 2. It suffices to show that \( k \geq k^* \) for any \( 0 < p < p' < 1 \) with \( \varphi^+(p, \gamma) > 0; \varphi^+(p', \gamma) > 0; k \in k^*(p, \gamma) \); and \( k' \in k^*(p', \gamma) \).

Assume otherwise for a contradiction. By Lemma 8, it must be that \( q^+(p, k + 1) < \bar{q} \), and therefore (since \( k + 1 \leq k' \) and by Lemma 2) that \( q^+(p, k') < \bar{q} \). The intermediate value theorem delivers some \( p'' \in (p, p'] \) with \( q^+(p'', k') = \bar{q} \), and Lemma 7 says \( k'(p'', \gamma) \subseteq \{k', \ldots, K\} \). But Lemma 2 implies \( k^*(p'', \gamma) \subseteq \{1, \ldots, k'\} \), so that \( k^*(p'', \gamma) = \{k'\} \). Therefore,

\[
\varphi^+(p'', \gamma) = \varphi(p'', k', \gamma) = \left(b(1 - p)^{k'} - (b - cp'') - \frac{\gamma}{k'}\right) \\
\leq cp'' - b\left(1 - (1 - p)^{k'}\right) \\
= cp'' - b\frac{p''}{q^{(p'' - k')}} \\
= \frac{-p''}{q}[b - c\bar{q}] \\
= 0,
\]

contradicting Lemma 4. \( \Box \)

**B Appendix: Explicit Form of Optimal Testing**

While we have focused on the qualitative features of optimal batch sizes (in Propositions 2, 3, and 4), our arguments in fact solve the planner’s problem rather completely. We briefly detail this solution in the present section.
First, observe the marginal value of testing decreases with the shadow cost \( \gamma \) for every batch size and agent type, so that the excess supply of tests will always increase with \( \gamma \). Therefore, if we can compute the optimal testing policy associated with any given \( \gamma \), it is straightforward to correctly calibrate the correct \( \gamma \) (as delivered by Theorem 2) to any desired degree of accuracy. Thus, the planner’s problem essentially reduces to solving Theorem 2’s auxiliary program for a given \( \gamma \). By Proposition 2, we need only consider \( \gamma \) such that \( \varphi^*(\bar{q}, \gamma) > 0 \).

Toward analyzing this problem, it suffices to consider test policies with weakly decreasing batch size by Propositon 4. Note that continuity of the marginal testing value implies any type at which the batch size switches is one for which the two batch sizes generate the same marginal testing value. But then, because the marginal testing value is strictly single-peaked (by Lemma 6) in the batch size wherever positive, these two batch sizes must be consecutive, or else batch sizes between them would be strictly better. For any given \( k \in \{1, \ldots, K-1\} \), then, let \( p_k(\gamma) \in [0, \frac{1}{K+1}] \) be uniquely defined by \( \varphi(p_k, k, \gamma) = \varphi(p_k, k+1, \gamma) \); here, the bound on \( p_k \) comes from Proposition 3 and uniqueness comes from strict monotonicity of \( \varphi(\cdot, k, \gamma) - \varphi(\cdot, k+1, \gamma) \) over this interval. Then, the lowest batch size \( k_-(\gamma) \) used is the lowest \( k \in \{1, \ldots, K-1\} \) such that \( p_k(\gamma) \geq \bar{q} \) and \( \varphi(p_k(\gamma), k, \gamma) > 0 \) if such a \( k \) exists, and is otherwise the lowest \( k \in \{1, \ldots, K-1\} \) such that \( p_k(\gamma) \) is below the quarantine threshold. Similarly, the highest batch size \( k_+(\gamma) \) used is the highest \( k \in \{2, \ldots, K\} \) such that \( p_k(\gamma) \leq \bar{q} \) and \( \varphi(p_{k-1}(\gamma), k, \gamma) > 0 \) if such a \( k \) exists, and is otherwise the highest \( k \in \{2, \ldots, K\} \) such that \( p_{k-1}(\gamma) \) is above the quarantine threshold. Then the optimal batch sizes \( \{k_-(\gamma), \ldots, k_+(\gamma)\} \) of tested types are decreasing with cutoffs given by \( p_{k_+(\gamma)-1}, \ldots, p_{k_-(\gamma)} \). Finally the set of tested types is the interval \( [p(\gamma), \bar{p}(\gamma)] \), where \( p(\gamma) \in [0, p_{k_+(\gamma)}] \) and \( \bar{p}(\gamma) \in [p_{k_-(\gamma)}, \frac{1}{K+1}] \) are uniquely determined by equations \( \varphi(p(\gamma), k_+(\gamma), \gamma) = \varphi(\bar{p}(\gamma), k_-(\gamma), \gamma) = 0 \).

C Appendix: Proofs for Section 4

This section contains supporting analysis for the some extensions, discussed in section 4, of our model.

C.1 Imperfect Testing

Consider a model of imperfect testing in which there are up to two sources of imperfection. A test subject’s swab generates a binary interim test outcome, which is independent across all agents; and then the laboratory generates a binary composite test outcome, which is informative of whether at least one of the subjects has a positive interim test outcome. In what follows, we fix a batch size \( k \in K \setminus \{1\} \), which our notation will suppress. Parametrize the testing technology by four error probabilities \( \lambda_-, \lambda_+, \sigma_-, \sigma_+ \geq 0 \) such that \( \lambda_- + \lambda_+ + \sigma_- + \sigma_+ < 1 \). Here, \( \sigma_+ \) and \( \sigma_- \) are the false-positive rate and false-negative rate in the swab, and \( \lambda_- \) and \( \lambda_+ \) are the false-positive rate and false-negative rate in the laboratory. So, if a group test pools \( k \) subjects, of whom \( \ell \in \{0, \ldots, k\} \) are infected, then the probability of a negative test outcome
\[ \lambda_{-} + (1 - \lambda_{-} - \lambda_{+})(1 - \sigma_{+})^{k-\ell} \sigma_{-}^{\ell}. \]

It is nearly immediate that the pivotality property extends to this more general technological setting, and an identical argument to that of the benchmark setting establishes that sorting \( k^{2} \) agents from \( k \) identical tests into \( k \) different homogeneous tests will preserve pivotality. Therefore, letting \( \pi(\vec{p}|\lambda_{-}, \lambda_{+}, \sigma_{-}, \sigma_{+}) \) denote the expected net benefit from running a test of \( k \) individuals with heterogeneous type vector \( \vec{p} = (p_{1}, \ldots, p_{k}) \), assortative batching will follow if we establish that \( \sum_{i=1}^{k} \pi(p_{i}|1, \lambda_{-}, \lambda_{+}, \sigma_{-}, \sigma_{+}) > k\pi(\vec{p}|\lambda_{-}, \lambda_{+}, \sigma_{-}, \sigma_{+}) \).

We begin by establishing the inequality for the special case of perfect aggregation in the laboratory and no false positives from the swab. Toward proving the payoff ranking in this case, observe that, with swabs having false negative rate \( \alpha \in (0, 1) \), the benefit generated by a test is

\[
\pi(\vec{p}|0, 0, \alpha, 0) = kb \prod_{j=1}^{k} \left[ 1 - (1 - \alpha)p_{j} \right] - \sum_{i=1}^{k} \alpha p_{i} c \prod_{j \in \{1, \ldots, k\} \setminus \{i\}} \left[ 1 - (1 - \alpha)p_{j} \right],
\]

because \( \alpha p_{j} \) is the probability that agent \( i \) is infected and is nevertheless undetected by his swab, while \( 1 - (1 - \alpha)p_{j} \) is the probability that agent \( j \) is not detected to be positive by his swab. Now, let \( \pi_{b}(\vec{p}|\alpha) := kb \prod_{j=1}^{k} \left[ 1 - (1 - \alpha)p_{j} \right] \) and \( \pi_{c}(\vec{p}|\alpha) := \pi(\vec{p}|0, 0, \alpha, 0) - \pi_{b}(\vec{p}|\alpha) \). Applying the AM-GM inequality to \( \left( (1 - (1 - \alpha)k) \right)^{k} \) yields \( \sum_{i=1}^{k} \pi_{b}(p_{i}|\alpha) > k\pi_{c}(\vec{p}|\alpha) \). Moreover, \( \pi_{c}(\cdot|\alpha) \) is obviously symmetric in its arguments, and is supermodular because every cross-partial derivative is nonnegative. Therefore (see Prat, 2002, Corollary 1), \( \sum_{i=1}^{k} \pi_{c}(p_{i}|1, \alpha) \geq k\pi_{c}(\vec{p}|\alpha) \), so that summing the two inequalities yields the desired payoff ranking.\(^{10}\)

Now, considering again all four kinds of error, we verify the required payoff ranking to establish assortative batching. Given a type profile \( \vec{p} \in (0, 1)^{k} \) and a set \( J \subseteq \{1, \ldots, k\} \) of agents, let \( P(J|\vec{p}) := \prod_{i=1}^{k} \left[ p_{i} 1_{i \in J} + (1 - p_{i}) 1_{i \notin J} \right] \), the probability that the set of infected agents is exactly \( J \). But then, the net benefit created by a batched test for \( k \) individuals with

---

\(^{9}\)To unify notation, we adopt the convention that \( 0^{0} = 1 \) wherever it appears.

\(^{10}\)One could also, rather than appealing to the AM-GM inequality, apply Prat (2002) directly to \( \pi(\vec{p}|0, 0, \alpha, 0) \) for a weak inequality, establishing that assortative batching is (potentially not uniquely) optimal. Alternatively, a slight modification his proof shows that a strict payoff ranking is generated by strict supermodularity.
types $\vec{p}$ is

\[
\pi(\vec{p}|\lambda_-, \lambda_+, \sigma_-, \sigma_+) = (1 - \lambda_+ - \lambda_-) \sum_{J \subseteq \{1, \ldots, k\}} P(J|\vec{p}) \ (kb - |J|c) \ (1 - \sigma_+)^{k-|J|} [\sigma_{J}^{-}] \\
+ \lambda_- (kb - c \sum_{i=1}^{k} p_i) \\
= (1 - \lambda_- - \lambda_+)(1 - \sigma_+) \sum_{J \subseteq \{1, \ldots, k\}} P(J|\vec{p}) \ (kb - |J|c) \ (\frac{\sigma_+}{1-\sigma_+})^{|J|} \\
+ \lambda_- (kb - c \sum_{i=1}^{k} p_i) \\
= (1 - \lambda_- - \lambda_+)(1 - \sigma_+) \pi(\vec{p}|0, 0, \frac{\sigma_+}{1-\sigma_+}, 0) + \lambda_- (kb - c \sum_{i=1}^{k} p_i).
\]

Therefore, the difference between $\sum_{i=1}^{k} \pi(p_i, 1|k|\lambda_-, \lambda_+, \sigma_-, \sigma_+)$ and $k\pi(\vec{p}|\lambda_-, \lambda_+, \sigma_-, \sigma_+)$ is proportional to that between $\sum_{i=1}^{k} \pi(\vec{p}_i, 1|0, 0, \frac{\sigma_+}{1-\sigma_+}, 0)$ and $k\pi(\vec{p}|0, 0, \frac{\sigma_+}{1-\sigma_+}, 0)$, which our above work demonstrates to be strictly positive. Assortative batching follows.

Now, given assortative batching, indexability extends easily to the setting with testing errors, with the modified marginal testing value given by

\[
\varphi(p, k, \gamma) = b(1 - \lambda_- - \lambda_+)(1 - \sigma_+) \left[1 - \left(1 - \frac{\sigma_+}{1-\sigma_+}\right)p\right]^{k-1} \left\{1 - \left[1 + \left(\frac{\epsilon}{b} - 1\right) \frac{\sigma_+}{1-\sigma_+}\right]p\right\} \\
- \left[v(p) - \lambda_- (b - cp)\right] - \frac{\gamma}{k}.
\]

If testing exhibits no false negatives, this marginal value can be expressed as

\[
\hat{b}(1 - \hat{p})^k - v\left(\frac{\hat{p} - \sigma_+}{1-\sigma_+}\right) - \frac{\gamma}{k},
\]

where $\hat{b} := b(1 - \lambda_+) > 0$ and $\hat{p} := 1 - (1 - \sigma_+)(1 - p) \in (\sigma_+, 1)$. Therefore, analysis identical to that of the benchmark model shows this extended model exhibits threshold testing, a swab-error-adjusted modification of limited batching, and ordered batching.

### C.2 Richer Heterogeneity

We verify here that a suitable generalization of Lemma 3 obtains (from which assortative batching follows) if the benefit of releasing an agent is negatively associated with his probability of infection. To that end, for a batch size $k \in K$, consider a vector of infection risks $\vec{p} \in (0, 1)^k$ and a vector of benefits $\vec{b} \in (0, \infty)^k$ such that $p_1 \leq \cdots \leq p_k$ and $b_1 \geq \cdots \geq b_k$, with $p_1 < p_k$. Our goal is to show that

\[
k \sum_{i=1}^{k} b_i \prod_{j=1}^{k} (1 - p_j) < \sum_{i=1}^{k} kb_i (1 - p_i)^k.
\]
Assume without loss that $\sum_{i=1}^{k} b_i = 1$. In this case, modifying a textbook proof of the AM-GM inequality shows

$$\log\left[\sum_{i=1}^{k} b_i(1-p_i)^k\right] > \sum_{i=1}^{k} b_i \log\left[(1-p_i)^k\right]$$ (by Jensen’s inequality)

$$= \sum_{i,j=1}^{k} b_i \delta_{ij} \log\left[(1-p_j)^k\right]$$

$$\geq \sum_{i,j=1}^{k} b_i \frac{1}{k} \log\left[(1-p_j)^k\right]$$ (by Galichon, 2018, Theorem 4.3(i))

$$= \log \prod_{j=1}^{k} (1-p_j)$$

$$= \log \left[\sum_{i=1}^{k} b_i \prod_{j=1}^{k} (1-p_j)\right],$$

as required.

### C.3 General quarantine thresholds

Suppose that a fixed threshold $\bar{q} \in (0,1)$ is such that $\mu[\bar{q},1) = 0$. We verify below that, if the optimal quarantine threshold $\frac{k}{c}$ is close enough to zero, and tests are sufficiently scarce, then optimal batch size is weakly increasing in the order of tested agents in Proposition 4. To that end, suppose $KT < \mu(0,1)$. As the benefit $b$ affects the optimal test policy only via the ratio $c/b$, we without loss normalize $b = 1$ and focus on the case that $c$ is sufficiently high. Moreover, we will index any objects that depend on the (one moving) parameter $c$ by said parameter.

Define the function $\bar{k} : (0,1) \to \mathbb{R}$ by taking each type $p \in (0,1)$ to the highest $k \in K$ such that $q^+(p,k) \geq \bar{q}$, which is weakly increasing by Lemma 2. As $\int_{\frac{q}{k}}^{\bar{q}} \frac{1}{k} d\mu \geq \int_{\frac{q}{k}}^{\bar{q}} \frac{1}{k} d\mu > T$, the intermediate value theorem delivers some cutoff $p \in (0,\bar{q})$ with $\int_{\frac{q}{k}}^{\bar{q}} \frac{1}{k} d\mu = T$.

We will show that, if $c$ is sufficiently high, then it is optimal to test exactly the types in $(\frac{p}{k},\bar{q})$ and put each such type $p$ in a batch of size $\bar{k}(p)$. In what follows, assume that $c > \frac{1}{\bar{k}} \left[1 - (1-p)^{\bar{k}(p)}\right]$, and let

$$\gamma_c := \frac{\bar{k}(p)}{c} \left[1 - (1-p)^{\bar{k}(p)}\right],$$
so that \( \varphi_c(p, \tilde{k}(p), \gamma_c) = 0 \). Now, observe

\[
\frac{1}{c} \inf_{p \in (\bar{p}, \tilde{q}), \ k \in \{1, \ldots, K-1\}} [\varphi_c(p, k+1, \gamma_c) - \varphi_c(p, k, \gamma_c)]
\]

\[
eq \inf_{p \in (\bar{p}, \tilde{q}), \ k \in \{1, \ldots, K-1\}} \frac{1}{c} \left\{ (1 - p)^{k+1} - (1 - p)^k \right\} + \gamma_c \left( \frac{1}{k+1} - \frac{1}{k} \right)
\]

\[
eq \inf_{p \in (\bar{p}, \tilde{q}), \ k \in \{1, \ldots, K-1\}} \frac{\gamma_c}{c(k+1)} - p \frac{1}{c} (1 - p)^k
\]

\[
\geq \frac{\gamma_c}{c(K-1)K} - \frac{1}{c}
\]

\[
\geq \frac{\tilde{k}(p)}{(K-1)K} \left( p - \frac{1}{c} \left[ 1 - (1 - p)^{\tilde{k}(p)} \right] \right) - \frac{1}{c}
\]

\[
= \frac{\tilde{k}(p)}{(K-1)K} p - \frac{1}{c} \frac{\tilde{k}(p)}{(K-1)K} - \frac{1}{c}
\]

\[
\overset{c \to \infty}{\longrightarrow} \frac{\tilde{k}(p)}{(K-1)K} p
\]

\[
> 0.
\]

Therefore, for sufficiently large \( c \), each \( p \in (\bar{p}, \tilde{q}) \) has \( \varphi_c(p, \cdot, \gamma_c) \) strictly increasing and so \( k^*_c(p, \gamma_c) = \tilde{k}(p) \). In particular, these features imply \( \varphi^*_c(p, \gamma_c) = \varphi_c(p, \tilde{k}(p), \gamma_c) = 0 \). Lemma 4 then tells us \( \varphi^*_c(\cdot, \gamma_c) \) is negative below \( \bar{p} \) and positive between \( \bar{p} \) and \( \tilde{q} \). By Theorem 2, therefore, the given testing policy is optimal.